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Basic facts about the top quark

Short lifetime

Decays before hadronization: pQCD dominates!

Strong Yukawa coupling
Fermion mass origin

Hierarchy problem

Vacuum stability

Large mass 173 GeVmt ≈

1yt ∼

 sτ ∼ 5 × 10−25



Implications of the top quark mass
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Figure 3: Phase diagram for stability in the m
pole

t /m
pole

h
plane with dotted lines indicating

the scale at which the addition of higher-dimension operators could stabilize the SM. Note
that the curves accumulate on the stability/metastability boundary. ⇤NP curves in the
↵s/m

pole

t plane (not shown) are similar.

arbitrary high scale can destabilize the SM my opening up new tunneling directions [17,46,
58, 81–83]. To stabalize the SM, they have to be strong enough to lift the potential from
negative to positive. In Fig. 3 we see that the density of ⇤NP curves increases near the
absolute stability line. This happens because the absolute stability region is necessarily
insensitive to the addition of a positive operator.

7 Mass Corrections

One remaining technical detail is how to handle the fact that the Higgs potential in the
Standard Model is not exactly scale invariant, since there is a finite mass term for the Higgs
field. We saw in Section 3 that with a scale-invariant classical potential, quantum corrections
naturally pick out the scale µ

? where �(µ) is minimal so that the action is dominated by
bounces of a size R

? = 1

µ? . One hopes that because the Higgs mass parameter m ⇠ 102

GeV is much much smaller than µ
?
⇠ 1017 GeV, the corrections to the decay rate from the

mass term will be completely negligible. Although normally classical e↵ects, like the Higgs
mass term, dominate over quantum e↵ects, in this case the quantum scale violation can be
dominant since it scales as an inverse power of ~ (see Eq. (3.35)). Despite this convincing
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Figure 10.4: Fit result and one-standard-deviation (39.35% for the closed contours
and 68% for the others) uncertainties in MH as a function of mt for various inputs,
and the 90% CL region (∆χ2 = 4.605) allowed by all data. αs(MZ) = 0.1187 is
assumed except for the fits including the Z lineshape. The width of the horizontal
dashed (yellow) band is not visible on the scale of the plot.

Removing the kinematic constraint on MH from LHC gives the loop-level determination
from the precision data,

MH = 90+17
−16 GeV , (10.53)

which is 1.9 σ below the value in Table 10.4. The latter is also slightly outside the 90%
central confidence range,

65 GeV < MH < 120 GeV . (10.54)

This is mostly a reflection of the Tevatron determination of MW , which is 1.8 σ higher than
the SM best fit value in Table 10.4. This is illustrated in Fig. 10.4 where one sees that the
precision data together with MH from the LHC prefer that mt is closer to the upper end
of its 1σ allowed range. Conversely, one can remove the direct MW and ΓW constraints
from the fits and use MH = 125.14 ± 0.15 GeV to obtain MW = 80.355 ± 0.004 GeV.
This is 2.0 σ below the world average, MW = 80.379 ± 0.012 GeV.

Finally, one can carry out a fit without including the constraint, mt = 172.74±0.46 GeV,
from the hadron colliders. One obtains mt = 176.4 ± 1.8 GeV, which is 2.0 σ higher
than the direct Tevatron/LHC average. (The indirect prediction is for the MS mass,
m̂t(m̂t) = 166.5±1.7 GeV, which is in the end converted to the pole mass.) The situation
is summarized in Fig. 10.5 showing the 1 σ contours in the MW -mt plane from the direct
and indirect determinations, as well as the combined 90% CL region.
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Top quark pair production

➤ Main production mechanism for top quarks 

➤ Test of the Standard Model at the energy frontier 

➤ Measurement of PDFs, strong coupling and top quark mass 

➤ Possible signals of new physics 

➤ Major background to many searches
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Figure 1: Tree-level amplitude. Massive quarks are indicated by a thick line.

may be improved upon by more precise determinations of the parton distribution functions

in view of recent and upcoming data from HERA and LHC, the former requires the cal-

culation of perturbative corrections at next-to-next-to-leading order (NNLO) in QCD. By

approximating these corrections with the fixed-order expansion of the NLL prediction, one

finds [17] a projected NNLO scale uncertainty of 3%, which is below the parton distribution

uncertainty, and in line with the anticipated experimental error.

The calculation of the full NNLO corrections to the top quark pair production cross

section requires three types of ingredients: two-loop matrix elements for qq̄ → tt̄ and

gg → tt̄, one-loop matrix elements for hadronic production of tt̄+(1 parton) and tree-level

matrix elements for hadronic production of tt̄+(2 partons). The latter two ingredients

were computed previously in the context of the NLO corrections to tt̄+jet production [10].

They contribute to the tt̄ production cross section through configurations where up to two

final state partons can be unresolved (collinear or soft), and their implementation thus may

require further developments of subtraction techniques at NNLO.

Both two-loop matrix elements were computed analytically in the small-mass expansion

limit s, |t|, |u| " m2 in [20,21], starting from the previously known massless two-loop matrix

elements for qq̄ → q′q̄′ [22] and gg → qq̄ [23]. An exact numerical representation of the

two-loop matrix element qq̄ → tt̄ has been obtained very recently [24]. It is the aim of the

present paper to compute all two-loop contributions to qq̄ → tt̄ arising from closed fermion

loops in a compact analytic form, which provide a first independent validation of the recent

results of [20,24], allow for a fast numerical evaluation, and permit the analytical study of

the behavior of the top quark production cross section at threshold.

This paper is structured as follows. In Section 2, we define our notation and kinematical

conventions. Sections 3 and 4 describe the details of the calculation of the two-loop integrals

and of the renormalization of the amplitudes. The results are presented and discussed

in Section 5. We enclose two appendices describing the special functions used in our

calculation and documenting the newly computed master integrals.

2. Notation and Conventions

We consider the scattering process

q(p1) + q(p2) −→ t(p3) + t(p4) , (2.1)
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Figure 1: Tree-level amplitude. Massive quarks are indicated by a thick line.

heavy-quark loop were evaluated in [25], while the two-loop diagrams contributing to the

leading color coefficient were evaluated in [26]. In both cases, the results obtained retain the

full dependence on the top-quark mass and on the kinematic invariants; they agree with

the numerical results of [24]. Having analytical results available has several advantages

over a purely numerical representation. Besides their considerably shorter evaluation time,

the analytical results also allow for an expansion in different kinematical limits (threshold,

high energy).

In the present paper, an analytical expression for the two-loop diagrams contribut-

ing to the leading color coefficient in the gluon-fusion channel is derived. We carry out

the calculation by employing the technique based on the Laporta algorithm [27] and the

differential equation method [28], already used in [25, 26]. The calculation of the leading

color coefficient in the gluon fusion does not require the calculation of any new master

integrals beyond the ones obtained in the two previous works, such that we do not discuss

the calculational method in full detail. The interested reader can find in [25,26] a detailed

description of the techniques employed.

The paper is organized as follows: in Section 2, we introduce our notation and conven-

tions; in Section 3, we summarize the most relevant features of our calculational method.

Section 4 describes the UV renormalization of the bare amplitude. The resulting two-loop

amplitude contributions are described in Section 5, where we also provide numerical val-

ues in some benchmark points, and discuss the expansion in the threshold limit. Finally,

Section 6 contains our conclusions.

2. Notation and Conventions

We consider the scattering process

g(p1) + g(p2) −→ t(p3) + t̄(p4) , (2.1)

in Euclidean kinematics, where p2i = 0 for i = 1, 2 and p2j = −m2 for j = 3, 4. The

Mandelstam variables are defined as follows

s = − (p1 + p2)
2 , t = − (p1 − p3)

2 , u = − (p1 − p4)
2 . (2.2)

Conservation of momentum implies that s+ t+ u = 2m2.

The squared matrix element (summed over spin and color), calculated in d = 4 − 2ε

dimensions, can be expanded in powers of the strong coupling constant αS as follows:

∑

|M|2(s, t,m, ε) = 16π2α2
S

[

A0 +
(αs

π

)

A1 +
(αs

π

)2
A2 +O

(

α3
s

)

]

. (2.3)
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Figure 4. Results for the absolute (left) and normalized (right) top-pair invariant mass distribu-
tion at the LHC with

p
s = 13 TeV. In all cases the ratio is to the NNLO result with µf = HT /4.

The uncertainty bands are obtained through scale variations as described at the beginning of sec-
tion 5 and in eqs. (5.1) and (5.2).

eq. (2.5). All pieces of that equation must be evaluated at a common µf , which is also cho-

sen as µf = HT /4 by default. In addition, we draw on the analysis of the previous section

and use µh = HT /2 and µs = HT /N̄ by default, as well as µdh = mt and µds = mt/N̄ . In

both the NNLO and the NNLO+NNLL0 results, the bands in figure 4 represent perturba-

tive uncertainties estimated through scale variations. For the NNLO calculation, we obtain

the bands by keeping the factorization and renormalization scales equal and varying them

up and down by a factor of two. For the NNLO+NNLL0 calculation, both the factorization

scales and the resummation scales are independently varied in the interval [µi,0/2, 2µi,0],

where i 2 {f, h, s, dh, ds} and the subscript “0” denotes the default value of that scale as

previously specified. To determine the upper and lower uncertainties �O+ and �O� for

the cross section O in a given bin, one first evaluates

�O+
i = max{O(i = 1/2, i = 1, i = 2)} � Ō ,

�O�
i = min{O(i = 1/2, i = 1, i = 2)} � Ō , (5.1)

for each scale i, where i = µi/µi,0 and Ō denotes the value of the cross section as given by

eq. (2.5) in that bin using the default scale choices. For example, O(f = 2) means each

term in eq. (2.5) is evaluated at µf = 2µf,0, with all other scales set to their default value.

The upper (lower) uncertainty bands are then given by Ō +�O+ (Ō � �O�), where

�O± =

sX

i

�
�O±

i

�2
, (5.2)

so that this method amounts to adding the uncertainties from independent scale variations

in quadrature.5

5While we have used correlated µr = µf variations in the NNLO piece of the calculation, we have

– 27 –

 (p
b/

G
eV

)
T,

av
t

/d
p

σd
5−10

4−10

3−10

2−10

1−10
1

/2)T = m
f

µNNLO+NNLL' (
/2)T =m

f
µNNLO (

 = 173.3 GeVtm
LHC 13 TeV

 (GeV)
T,avt

p
0 200 400 600 800 1000 1200 1400 1600

Ra
tio

0.85
0.90
0.95
1.00
1.05

/G
eV

)
-3

 (1
0

T,
av

t
/d

p
σ

) d
σ

(1
/ 5−10

4−10

3−10

2−10

1−10
1

10 /2)T = m
f

µNNLO+NNLL' (
/2)T =m

f
µNNLO (

 = 173.3 GeVtm
LHC 13 TeV

 (GeV)
T,avt

p
0 200 400 600 800 1000 1200 1400 1600

Ra
tio

0.85
0.90
0.95
1.00
1.05

Figure 6. Results for the absolute (left) and normalized (right) pT,avt distributions at the LHC
with

p
s = 13 TeV. In all cases the ratio is to the NNLO result with µf = mT /2. Uncertainty

bands are obtained in complete analogy to those in figure 4.

results (with which resummation is matched) have been calculated using the definition

d�

dpT,avt
=

1

2

✓
d�

dpT,t
+

d�

dpT,t̄

◆
, (5.3)

where pT,t (pT,t̄) denotes the transverse momentum of the top (anti-top) quark, and we

have labeled the distributions in figure 6 accordingly. The pT distribution is calculated

using the scale choice µf = mT /2 (where mT refers to the transverse mass of either the

top or anti-top quark depending on the distribution under consideration), which is favored

by the study [24]. The resummed results use µh = mT and µs = 2mT /N̄ by default, as

justified in the previous section. The bands refer to perturbative uncertainties estimated

through scale variations using the same procedure as for the Mtt̄ distribution above. We

see that the NNLO+NNLL0 result is consistent with the NNLO one. On the other hand,

we show in appendix A that upgrading matching with fixed-order from NLO+NNLL0 to

NNLO+NNLL0 is an important e↵ect for the pT distributions, especially in reducing the

scale uncertainties in the high pT region. This is an important fact to keep in mind when

using NLO-based Monte Carlo event generators to model pT distributions.

Finally, in figure 7 we show results for the total cross section, obtained in several

di↵erent ways. The NNLO and NNLO+NNLL0 results with µf = HT /4 are obtained by

integrating the top-pair invariant mass distribution in figure 4, while those with µf = mT /2

are obtained by integrating the pT distribution in figure 6. In these results with dynam-

ical scales, perturbative uncertainties are estimated through the same procedure of scale

variations used for the distributions, and are displayed as error bars in figure 7. These are

compared to the “standard” results for the total cross section, which are calculated using

fixed scales with µf = µr = mt by default. We obtain them from the Top++ program [74],

which implements both the NNLO results from [28] as well as a soft-gluon resummation

in the absolute threshold production limit �t ! 0 [75]. In these fixed scale results, pertur-

– 29 –
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Combined with NLO electroweak corrections
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Figure 1: Results with EW corrections included compared with CMS datas [25].

3 Numerical results

In Fig. 1, we show predictions for theMtt̄, pT,t and two rapidity distributions including both QCD
and electroweak corrections. The comparison with CMS datas [25] are shown and we also plot
the central value of NNLO+NNLL0 in QCD for reference, which is denoted as QCD+ResQCD.
The notation “QCD” means NNLO in QCD and “QCD+ResQCD” means NNLO+NNLL0 in
QCD. For them, NNPDF3.1 PDF sets with ↵s(MZ) = 0.118 [23] PDF set is used. The notation
“QCD⇥EW” means NNLO in QCD combined with NLO EW corrections in the multiplication
approach and “QCD⇥EW+ResQCD” means NNLO+NNLL0 in QCD combined with NLO EW
corrections. For these two, NNPDF3.1LUXQED PDF sets with ↵s(MZ) = 0.118 [23] PDF set
is used. In [8], it is found that resummation e↵ects soften the invariant mass distribution, and
Fig. 1 shows combination with EW corrections further softens the invariant mass and transverse
momentum distributions, making the theoretical predictions converge to the central value of
datas. For rapidity distributions, this is not the case.

4



Theory confronting data
CMS collaboration: 1811.06625

J
H
E
P
0
2
(
2
0
1
9
)
1
4
9

0 100 200 300 400 500

3−10

2−10

1−10

1

10

 [
p
b
/G

e
V

]
t T

d
pσd Data

POWHEGV2 + PYTHIA8

 = 173.3 GeV
t

 (LUXQED17) m3
EW

αNNLO+

 = 172.5 GeV
t

 (LUXQED17) m3
EW

αNNLO+

 = 173.3 GeV
t

 (NNPDF3.1) m3
EW

αNNLO+

 = 173.3 GeV
t

NNLO+NNLL' (NNPDF3.1) m

 = 172.5 GeV
t

NNLO+NNLL' (NNPDF3.1) m

 = 172.5 GeV
t

LO (NNPDF3.0) m
3

aN

 = 172.5 GeV
t

aNNLO (CT14NNLO) m

0 100 200 300 400 500
 [GeV]t

T
p

1

1.2

1.4

D
a
ta

T
h
e
o
ry

 Syst⊕Stat 
Stat

CMS  (13 TeV)-135.9 fb

Dilepton, parton level

0 100 200 300 400 500

6−10

5−10

4−10

3−10

2−10

]
-1

 [
G

e
V

t T
d
pσd

 
σ1 Data

POWHEGV2 + PYTHIA8

 = 173.3 GeV
t

 (LUXQED17) m3
EW

αNNLO+

 = 172.5 GeV
t

 (LUXQED17) m3
EW

αNNLO+

 = 173.3 GeV
t

 (NNPDF3.1) m3
EW

αNNLO+

 = 173.3 GeV
t

NNLO+NNLL' (NNPDF3.1) m

 = 172.5 GeV
t

NNLO+NNLL' (NNPDF3.1) m

 = 172.5 GeV
t

LO (NNPDF3.0) m
3

aN

 = 172.5 GeV
t

aNNLO (CT14NNLO) m

0 100 200 300 400 500
 [GeV]t

T
p

1

1.2

1.4D
a
ta

T
h
e
o
ry

 Syst⊕Stat 
Stat

CMS  (13 TeV)-135.9 fb

Dilepton, parton level

Figure 4. The differential tt production cross sections at the parton level in the full phase space as
a function of ptT are shown for the data (filled circles), the theoretical predictions with beyond-NLO
precision (other points) and the prediction from powheg+pythia (solid line). The vertical lines on
the filled circles and other points indicate the total uncertainty in the data and theoretical predic-
tions, respectively. The left and right plots correspond to absolute and normalised measurements,
respectively. The lower panel in each plot shows the ratios of the theoretical predictions to the
data. The dark and light bands show the relative statistical and total uncertainties in the data,
respectively.
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the dark and light filled histograms, respectively.
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Theory confronting data
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Figure 4. The differential tt production cross sections at the parton level in the full phase space as
a function of ptT are shown for the data (filled circles), the theoretical predictions with beyond-NLO
precision (other points) and the prediction from powheg+pythia (solid line). The vertical lines on
the filled circles and other points indicate the total uncertainty in the data and theoretical predic-
tions, respectively. The left and right plots correspond to absolute and normalised measurements,
respectively. The lower panel in each plot shows the ratios of the theoretical predictions to the
data. The dark and light bands show the relative statistical and total uncertainties in the data,
respectively.
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Figure 5. The contributions of each source of systematic uncertainty in each bin is shown for the
measurement of the normalised tt production cross sections as a function of ptT. The sources affect-
ing the JES are added in quadrature and shown as a single component. Additional experimental
systematic uncertainties are also added in quadrature and shown as a single component. Contribu-
tions from theoretical uncertainties are shown separately. The statistical and total uncertainties,
corresponding to the quadrature addition of statistical and systematic uncertainties, are shown by
the dark and light filled histograms, respectively.
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Figure 4. The differential tt production cross sections at the parton level in the full phase space as
a function of ptT are shown for the data (filled circles), the theoretical predictions with beyond-NLO
precision (other points) and the prediction from powheg+pythia (solid line). The vertical lines on
the filled circles and other points indicate the total uncertainty in the data and theoretical predic-
tions, respectively. The left and right plots correspond to absolute and normalised measurements,
respectively. The lower panel in each plot shows the ratios of the theoretical predictions to the
data. The dark and light bands show the relative statistical and total uncertainties in the data,
respectively.
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ing the JES are added in quadrature and shown as a single component. Additional experimental
systematic uncertainties are also added in quadrature and shown as a single component. Contribu-
tions from theoretical uncertainties are shown separately. The statistical and total uncertainties,
corresponding to the quadrature addition of statistical and systematic uncertainties, are shown by
the dark and light filled histograms, respectively.
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Figure 31. The differential tt production cross sections at the parton level in the full phase space
as a function of mtt are shown for the data (filled circles), the theoretical predictions with beyond-
NLO precision (other points) and the prediction from powheg+pythia (solid line). The vertical
lines on the filled circles and other points indicate the total uncertainty in the data and theoretical
predictions, respectively. The left and right plots correspond to absolute and normalised measure-
ments, respectively. The lower panel in each plot shows the ratios of the theoretical predictions to
the data. The dark and light bands show the relative statistical and total uncertainties in the data,
respectively.

 [GeV]
tt

m
500 1000 1500 2000 2500

U
n

ce
rt

a
in

ty
 (

%
)

0

2

4

6

8

10

12

14

16

18

20

22

24
Total

Stat

JES

Other exp syst

ME scales

tm

PDF

S
αPDF 

damph

Backgrounds

PS ISR

PS FSR

UE tune

Colour rec

b fragmentation

Br(b semileptonic)

CMS  (13 TeV)-135.9 fb

Dilepton, parton level, normalised

Figure 32. The contributions of each source of systematic uncertainty to the total systematic
uncertainty in each bin is shown for the measurement of the normalised tt production cross sections
as a function of mtt. The sources affecting the JES are added in quadrature and shown as a single
component. Additional experimental systematic uncertainties are also added in quadrature and
shown as a single component. Contributions from theoretical uncertainties are shown separately.
The statistical and total uncertainties, corresponding to the quadrature addition of statistical and
systematic uncertainties, are shown by the dark and light filled histograms, respectively.
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Figure 31. The differential tt production cross sections at the parton level in the full phase space
as a function of mtt are shown for the data (filled circles), the theoretical predictions with beyond-
NLO precision (other points) and the prediction from powheg+pythia (solid line). The vertical
lines on the filled circles and other points indicate the total uncertainty in the data and theoretical
predictions, respectively. The left and right plots correspond to absolute and normalised measure-
ments, respectively. The lower panel in each plot shows the ratios of the theoretical predictions to
the data. The dark and light bands show the relative statistical and total uncertainties in the data,
respectively.
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Figure 32. The contributions of each source of systematic uncertainty to the total systematic
uncertainty in each bin is shown for the measurement of the normalised tt production cross sections
as a function of mtt. The sources affecting the JES are added in quadrature and shown as a single
component. Additional experimental systematic uncertainties are also added in quadrature and
shown as a single component. Contributions from theoretical uncertainties are shown separately.
The statistical and total uncertainties, corresponding to the quadrature addition of statistical and
systematic uncertainties, are shown by the dark and light filled histograms, respectively.
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6 S. Alioli et al.: A new observable to measure the top-quark mass at hadron colliders
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Fig. 3. Predictions for R at NLO accuracy using two different PDF
sets (CTEQ6.6, MSTW2008nlo) for mpolet = 170 GeV. For CTEQ6.6
the uncertainty due to scale variation is shown as band. The ratio be-
tween both predictions is shown together with the scale uncertainty.
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Fig. 4. R (mpolet ,ρs) calculated at NLO accuracy for different masses
mpolet = 160, 170 and 180 GeV. For mpolet = 170 GeV the scale and
PDF uncertainties evaluated as discussed in the text are shown. The
ratio with respect to the result for mpolet = 170 GeV is shown in the
lower plot.

investigate the sensitivity of the distribution R to the top-quark
mass we have calculated R for mpolet = 160,170,180 GeV. The
result is shown in Fig. 4. As before the three curves need to
cross since the area under each curve is normalized to one. The
crossing happens slightly below ρs ≈ 0.6. At this point the dis-
tribution is essentially insensitive to the top-quark mass. For
ρs ≈ 1 we expect that the production of heavier quark masses
is suppressed compared to lighter masses. Indeed the distribu-
tion for mpolet = 180 GeV is below the central curve while the
160 GeV result lies above the result for 170 GeV. In the high
energy regime, that is for ρs ≈ 0, we expect the opposite to be
true due to the normalization. For very large energies we ob-
serve that the mass dependence is small as one would naively
expect. From Fig. 4 we conclude that a significant mass de-
pendence can be observed for 0.4< ρs < 0.5 and 0.7< ρs. To
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Fig. 5. The sensitivity S(ρs) of R with respect to the top-quark mass
as defined in Eq. (5).

quantify the sensitivity we studied the quantity

S(ρs) =

∑
Δ=±5−10 GeV

|R (170 GeV,ρs)−R (170 GeV+Δ,ρs)|
2|Δ|R (170 GeV,ρs)

.(5)

The result for S is shown in Fig. 5. For convenience the right
y-axis showsmpolet ×S which is the proportionality factor relat-
ing the relative change in the top-quark mass with the relative
change in R :

∣

∣

∣

∣

ΔR

R

∣

∣

∣

∣

≈
(

mpolet S
)

×

∣

∣

∣

∣

∣

Δmpolet

mpolet

∣

∣

∣

∣

∣

. (6)

As can be seen in Fig. 5 values up to 25 are reached for mpolet ×
S at ρ ≈ 0.8. With other words a one per cent change of the
mass translates into a 25 per cent change of the observable R .
The observable is thus five times more sensitive than the inclu-
sive cross section. For comparison, in Fig. 5, we also show the
sensitivity in case R is defined for the tt̄ inclusive final state.
(In the tt̄ case we use the definition ρ = 2m0/

√stt̄ .) As one
can see only in the extreme threshold region—where reliable
theoretical predictions are challenging and also experimental
uncertainties may become large— a similar sensitivity can be
reached. Note that the evaluation of the sensitivity relies on the
assumption of a nearly linear top-quark mass dependence. To
cross check this assumption we have used two different step
sizes in Eq. (5) (5 and 10 GeV). As can be seen from Fig. 5 the
two results are in perfect agreement. For a measurement not
only the sensitivity is important but also the expected theoret-
ical and experimental uncertainty. For example in the extreme
threshold regime a good sensitivity can be expected. However
a reliable theoretical prediction in that regime would require
to go beyond fixed order perturbation theory to resum thresh-
old effects and soft gluon emission. To estimate the impact of
different uncertainties we show in Fig. 6 the quantities

ΔRµ/R (170 GeV,ρs)
S(ρs)

and
ΔRPDF/R (170 GeV,ρs)

S(ρs)
(7)

where ΔRµ and ΔRPDF are the scale and PDF uncertainties of
R (172.5 GeV,ρs). We do not show the region around ρs ≈

Sensitivity 
to mt

E.g., Alioli et al.: 1303.6415  threshold region for +jets productiontt̄ tt̄

Threshold region for  productiontt̄
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Figure B.3: The aS(mZ) (left) and mpole
t (right) values extracted using different single-

differential cross sections, for Njet (upper), M(tt) (middle), and |y(tt)| (lower) measurements.
For central values outside the displayed mpole

t range, no result is shown. Details can be found
in the caption of Fig. 18.

The fits favor much lower values of  than the world average!mt

Deserves a closer look…
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Figure 65: Parton-level absolute di�erential cross-sections as a function of (a) mt t̄ , (b) pt t̄T and (c) yt t̄ in the resolved
topology. The results are compared with NNLO QCD and NNLO QCD+NLO EW theoretical calculations using
the NNPDF3.1 and LUXQED17 PDF sets. The vertical bars on each marker represents the total uncertainty in the
prediction. The solid line is the nominal NLO P�����+P�����8 prediction. The bands represent the statistical and
total uncertainty in the data. Data points are placed at the centre of each bin. The lower panel shows the ratios of the
predictions to data.
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Figure 16: Absolute (left) and normalized (right) differential cross sections at the parton level as
a function of pT(tt) (upper), |y(tt)| (middle), and M(tt) (lower). The data are shown as points
with light (dark) bands indicating the statistical (statistical and systematic) uncertainties. The
cross sections are compared to the predictions of POWHEG combined with PYTHIA8 (P8) or
HERWIG++ (H++), the multiparton simulation MG5 aMC@NLO (MG5)+PYTHIA8 FxFx, and the
NNLO QCD+NLO EW calculations. The ratios of the various predictions to the measured cross
sections are shown at the bottom of each panel.

CMS collaboration: 1803.08856

Note: different binning!

Much larger uncertainties for the first bin in the lepton+jet 
channel reported by ATLAS&CMS: inconclusive



A closer look at the threshold region
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Figure 65: Parton-level absolute di�erential cross-sections as a function of (a) mt t̄ , (b) pt t̄T and (c) yt t̄ in the resolved
topology. The results are compared with NNLO QCD and NNLO QCD+NLO EW theoretical calculations using
the NNPDF3.1 and LUXQED17 PDF sets. The vertical bars on each marker represents the total uncertainty in the
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Figure 16: Absolute (left) and normalized (right) differential cross sections at the parton level as
a function of pT(tt) (upper), |y(tt)| (middle), and M(tt) (lower). The data are shown as points
with light (dark) bands indicating the statistical (statistical and systematic) uncertainties. The
cross sections are compared to the predictions of POWHEG combined with PYTHIA8 (P8) or
HERWIG++ (H++), the multiparton simulation MG5 aMC@NLO (MG5)+PYTHIA8 FxFx, and the
NNLO QCD+NLO EW calculations. The ratios of the various predictions to the measured cross
sections are shown at the bottom of each panel.

CMS collaboration: 1803.08856

Note: different binning!

Much larger uncertainties for the first bin in the lepton+jet 
channel reported by ATLAS&CMS: inconclusive

Let’s check what we might have missed on the theory side…



Non-relativistic Coulomb corrections
When the top and anti-top quarks move slowly with respect 
to each other, exchanges of gluons in between lead to 
“Coulomb corrections” or “Sommerfeld enhancement”

αn
s

βn

β = 1 −
4m2

t

4M2
tt̄

→ 0



Coulomb corrections for total cross section

Figure 1: Graphs relevant to the 1/r2 potential contributions in the singlet and octet channels discussed in the
text. Crosses correspond to the singlet or octet colour-projection operators.

given explicitly in Ref. [26], expanded to NNLO, which results in very simple expressions. Including
the relativistic kinetic-energy correction we find the non-Coulomb contribution

σX|nC = σ(0)
X α2

s(µ
2) lnβ

[

−2D2
Rα

(1 + vspin) +DRα
CA

]

(3)

to the total cross section, with σ(0)
X the Born cross section in the spin and colour channel X . For

top quarks the Born cross section in the qq̄ initiated channel is a pure colour-octet spin-triplet,
whereas in gluon-gluon fusion the tt̄ state is spin-singlet but colour-octet or -singlet.

The second derivation of the non-Coulomb logarithms uses known results on the threshold
expansion of the e+e− → tt̄ [27] and γγ → tt̄ [28] processes at NNLO. The potential contributions
are implicit in these results, and the two processes cover the singlet-triplet spin dependence of the
results for the enhanced terms in exact correspondence to the hadronic case. The only non-trivial
issue is the colour dependence since we also need the colour-octet case. It is well known that for
an interaction with colour structure T a ⊗T a, the transition between singlet and octet is obtained
by a simple change CF → CF − CA/2 corresponding to the different value of DRα

. But the 1/r2

potential comes also from exchanges of two gluons as depicted in Fig. 1. An explicit check proves
that each of the diagrams gives the correct contribution (as far as colour is concerned), with the
same replacement as before. Thus, we obtain the correct results for hadronic tt̄ production by
keeping only the velocity-enhanced terms from the respective formulae of [27, 28], making the
replacement CF → CF − CA/2 for colour-octet contributions, and removing the contribution
from the hard matching coefficient at one-loop multiplying the one-loop Coulomb potential. The
latter step is crucial in obtaining the correct result, since the appropriate matching coefficients
corresponding to the processes considered have already been taken into account in the soft gluon
enhancement of the Coulomb contribution as described above.

There could be another enhanced single or double logarithm of velocity at NNLO from the
product of a αs/β Coulomb term multiplying an αsβ ln2 β or αsβ lnβ term from a beta-suppressed
subleading soft-gluon coupling [11]. Such suppressed couplings exist for the emission of soft gluons
from the initial state as well as from the final state. We now show that such terms do not appear
in the total pair production cross section.1 To this end we imagine obtaining the cross section
by evaluating the imaginary part of forward-scattering graphs such as those of Fig. 2. We first
consider the subleading coupling to the heavy-quark loop, so the gluon coupling to the external line
in Fig. 2 is the standard eikonal coupling. In the framework of non-relativistic effective theory the
subleading gluon coupling corresponds to the x ·E interaction [30, 31]. An expansion of the heavy-
quark loop in the velocity can be extracted directly by the strategy of regions [32]. As described
in the latter work, it is sufficient to consider the following regions of integration momenta in the
partonic cms frame where the sum of the heavy-particle momenta is (2m,%0): hard (k ∼ m, with m
the heavy-quark mass and k a loop momentum), potential (k0 ∼ mβ2, k ∼ mβ), soft (k0 ∼ mβ,
k ∼ mβ) and ultrasoft (k0 ∼ mβ2, k ∼ mβ2). At NNLO the diagrams corresponding to the soft
region vanish, as they generate only scaleless integrals. The source of singular terms is in the
potential and ultrasoft regions. By the velocity scaling only terms corresponding to the potential
three-momentum contribute odd powers of β. The same scaling arguments also show that, in any

1This can be anticipated from the known expansion of the NLO cross section [29]. From this result one can
readily verify that the logarithms of velocity appear in terms suppressed by even powers of β relative to the leading
terms, i.e. no αsβ log β terms of the mentioned origin are generated.

3

Figure 2: Example graphs with contributions from both the ultrasoft (gluons depicted with wavy lines) and potential
(gluons depicted with dashed lines) regions. The crosses denote effective interactions, the structure of which is
irrelevant to the argument of the text.

denominator containing a combination of a potential and an ultrasoft momentum, the ultrasoft
momentum will be (multipole) expanded. Therefore, the denominators containing potential three-
momenta will not depend on the direction of any external three-momentum (unlike denominators
containing an ultrasoft three-momentum). In consequence, rotational invariance implies that all
integrals with an odd number of potential three-momenta in the numerator vanish. Thus, given
a term with a specified power of β, the next higher-order contribution will be suppressed by a
relative factor of β2, smaller than the terms we seek.

Next, regarding the subleading soft-gluon couplings to the initial state, the relevant expansion is
one in transverse momentum, since the collinear momenta scale as n+k∼m,n−k∼mβ2, k⊥∼mβ.
The effective Lagrangian for the corrections to the eikonal approximation is given in soft-collinear
effective theory by ξ̄

(

xµ
⊥n

ν
− Wc gF us

µνW
†
c

) #n+

2 ξ for quarks [33, 34], and similar terms involving
transverse derivatives or factors of x⊥ for the couplings to collinear gluons, and of soft quarks.
None of these terms can contribute a beta-suppressed term, since the initial-state momenta in
Fig. 2 can always be chosen to have zero transverse momentum, implying that loop integrals with
transverse-momentum factors in the numerator vanish by arguments similar to those applied to
the heavy-quark couplings. This completes the proof, that we have correctly taken into account
all possible sources of singular terms in the expansion of the cross sections for heavy-quark pair
production at NNLO by including the extra terms from the non-Coulomb potentials.

Note that some of the cuts of Fig. 2 correspond to three-particle colour correlations at the
amplitude level, for which the infrared divergence structure has recently been given in Ref. [14].
The latter work shows that the infrared-singular three-particle correlations may not vanish in
the limit β → 0 in the amplitude, but that they do in the virtual contributions to the total
cross section at NNLO in the particular case of top quarks because of colour projections [12, 14].
Our arguments above prove that there are no contributions to the lnβ terms from three-particle
correlations in both, the virtual and real corrections. This holds independent of particular colour
representations for purely kinematic reasons.

3. Results

Next we present the main result of this paper, namely the expansion of the two-loop partonic cross
section close to the partonic threshold β = 0. As we emphasized above, our result is complete up to

the so-called constant terms2 C(2)
qq̄ , C(2)

gg,1, C
(2)
gg,8. Their derivation requires a dedicated calculation

that goes beyond the scope of the present work. Setting µR = µF = µ, the result for the total
cross-section close to threshold reads:

σij,I(β, µ,m) = σ(0)
ij,I

{

1 +
αs(µ2)

4π

[

σ(1,0)
ij,I + σ(1,1)

ij,I ln

(

µ2

m2

)]

(4)

+

(

αs(µ2)

4π

)2 [

σ(2,0)
ij,I + σ(2,1)

ij,I ln

(

µ2

m2

)

+ σ(2,2)
ij,I ln2

(

µ2

m2

)]

+O(α3
s)

}

,

2This standard terminology is somewhat misleading in this process. Due to the non-trivial β dependence of the
Born cross section, the contribution of the “constant” term to the cross section is, in fact, proportional to β.

4

Coulomb corrections for total cross section 
have been considered in, e.g.:

Beneke, Czakon, Falgari, Mitov, Schwinn: 0911.5166 

Beneke, Falgari, Schwinn: 1007.5414

Threshold limit: ̂s → 2mt

SCET+pNRQCD

Remark: top quark physics is a good place to study NRQCD 
since  is (very often) a perturbative scalemv2



Coulomb corrections for invariant mass distribution
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Figure 31. The differential tt production cross sections at the parton level in the full phase space
as a function of mtt are shown for the data (filled circles), the theoretical predictions with beyond-
NLO precision (other points) and the prediction from powheg+pythia (solid line). The vertical
lines on the filled circles and other points indicate the total uncertainty in the data and theoretical
predictions, respectively. The left and right plots correspond to absolute and normalised measure-
ments, respectively. The lower panel in each plot shows the ratios of the theoretical predictions to
the data. The dark and light bands show the relative statistical and total uncertainties in the data,
respectively.
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uncertainty in each bin is shown for the measurement of the normalised tt production cross sections
as a function of mtt. The sources affecting the JES are added in quadrature and shown as a single
component. Additional experimental systematic uncertainties are also added in quadrature and
shown as a single component. Contributions from theoretical uncertainties are shown separately.
The statistical and total uncertainties, corresponding to the quadrature addition of statistical and
systematic uncertainties, are shown by the dark and light filled histograms, respectively.
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The top quark pair can be recoiled by extra hard emissions
See, .e.g., Kiyo et al.: 0812.0919
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Figure 31. The differential tt production cross sections at the parton level in the full phase space
as a function of mtt are shown for the data (filled circles), the theoretical predictions with beyond-
NLO precision (other points) and the prediction from powheg+pythia (solid line). The vertical
lines on the filled circles and other points indicate the total uncertainty in the data and theoretical
predictions, respectively. The left and right plots correspond to absolute and normalised measure-
ments, respectively. The lower panel in each plot shows the ratios of the theoretical predictions to
the data. The dark and light bands show the relative statistical and total uncertainties in the data,
respectively.

 [GeV]
tt

m
500 1000 1500 2000 2500

U
n

ce
rt

a
in

ty
 (

%
)

0

2

4

6

8

10

12

14

16

18

20

22

24
Total

Stat

JES

Other exp syst

ME scales

tm

PDF

S
αPDF 

damph

Backgrounds

PS ISR

PS FSR

UE tune

Colour rec

b fragmentation

Br(b semileptonic)

CMS  (13 TeV)-135.9 fb

Dilepton, parton level, normalised

Figure 32. The contributions of each source of systematic uncertainty to the total systematic
uncertainty in each bin is shown for the measurement of the normalised tt production cross sections
as a function of mtt. The sources affecting the JES are added in quadrature and shown as a single
component. Additional experimental systematic uncertainties are also added in quadrature and
shown as a single component. Contributions from theoretical uncertainties are shown separately.
The statistical and total uncertainties, corresponding to the quadrature addition of statistical and
systematic uncertainties, are shown by the dark and light filled histograms, respectively.
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The top quark pair can be recoiled by extra hard emissions
See, .e.g., Kiyo et al.: 0812.0919

Further complication: “dynamic scales”

HT = p2
T,t + m2

t + p2
T,t̄ + m2

t



Coulomb corrections for invariant mass distribution
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Figure 31. The differential tt production cross sections at the parton level in the full phase space
as a function of mtt are shown for the data (filled circles), the theoretical predictions with beyond-
NLO precision (other points) and the prediction from powheg+pythia (solid line). The vertical
lines on the filled circles and other points indicate the total uncertainty in the data and theoretical
predictions, respectively. The left and right plots correspond to absolute and normalised measure-
ments, respectively. The lower panel in each plot shows the ratios of the theoretical predictions to
the data. The dark and light bands show the relative statistical and total uncertainties in the data,
respectively.
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Figure 32. The contributions of each source of systematic uncertainty to the total systematic
uncertainty in each bin is shown for the measurement of the normalised tt production cross sections
as a function of mtt. The sources affecting the JES are added in quadrature and shown as a single
component. Additional experimental systematic uncertainties are also added in quadrature and
shown as a single component. Contributions from theoretical uncertainties are shown separately.
The statistical and total uncertainties, corresponding to the quadrature addition of statistical and
systematic uncertainties, are shown by the dark and light filled histograms, respectively.
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The top quark pair can be recoiled by extra hard emissions

Requires a new resummation formula (retaining kinematic 
information about the top and anti-top quarks)

See, .e.g., Kiyo et al.: 0812.0919

Further complication: “dynamic scales”

HT = p2
T,t + m2

t + p2
T,t̄ + m2

t



Factorization and resummation
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Parton luminosityPotential function

Kinematics-dependent hard function (different from 
known ones in literature) 

We calculate it analytically to the next-to-leading order

Ju, Wang, Wang, Xu, Xu, LLY: 1908.02179
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Parton luminosityPotential function

Kinematics-dependent hard function (different from 
known ones in literature) 

We calculate it analytically to the next-to-leading order

Note: no soft function at NLP! What about higher powers?

Ju, Wang, Wang, Xu, Xu, LLY: 1908.02179
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Enhance the differential 
cross section by 9% 
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And also compatible with ATLAS&CMS l+j data

Will have implications in the fits of top quark mass!



Adding a hard jet
May be applied to +jets productiontt̄

Phenomenologically interesting: 
used to fit the top quark mass

EUROPEAN ORGANISATION FOR NUCLEAR RESEARCH (CERN)

Submitted to: JHEP CERN-EP-2019-059
9th May 2019

Measurement of the top-quark mass in t t̄ + 1-jet
events collected with the ATLAS detector in pp

collisions at ps = 8 TeV

The ATLAS Collaboration

A determination of the top-quark mass is presented using 20.2 fb�1 of 8 TeV proton–proton
collision data produced by the Large Hadron Collider and collected by the ATLAS experiment.
The normalised di�erential cross section of top-quark pair production in association with an
energetic jet is measured in the lepton+jets final state and unfolded to parton and particle levels.
The unfolded distribution at parton level can be described using next-to-leading-order QCD
predictions in terms of either the top-quark pole mass or the running mass as defined in the
(modified) minimal subtraction scheme. A comparison between the experimental distribution
and the theoretical prediction allows the top-quark mass to be extracted in the two schemes.
The value obtained for the pole-mass scheme is:

m
pole
t = 171.1 ± 0.4 (stat) ± 0.9 (syst) +0.7

�0.3 (theo) GeV.

The extracted value in the running-mass scheme is:

mt (mt ) = 162.9 ± 0.5 (stat) ± 1.0 (syst) +2.1
�1.2 (theo) GeV.

The results for the top-quark mass using the two schemes are consistent, when translated from
one scheme to the other.

© 2019 CERN for the benefit of the ATLAS Collaboration.
Reproduction of this article or parts of it is allowed as specified in the CC-BY-4.0 license.
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Theoretically interesting: High  limit resembles  productionpT J/ψ

Polluted by non-perturbative effects for  

But should be perturbatively calculable for 

J/ψ

tt̄

Work in progress…



Adding a Higgs

Probing the Yukawa coupling of 
the top quark (origin of mass)

Beenakker et al.: hep-ph/0107081, hep-ph/0211352 
Reina, Dawson: hep-ph/0107101 
Reina, Dawson, Wackeroth: hep-ph/0109066

NLO QCD known since 2001

Observed at the LHC
CMS collaboration: 1804.02610 

ATLAS collaboration: 1806.00425

The  can also be recoiled by a Higgs bosontt̄



Beyond NLO for differential cross sections
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Figure 5. Di↵erential distributions with µf,0 = M/2 at NLO+NNLL (blue band) compared

to the NLO calculation (red band). The uncertainty bands are generated through scale

variations of µf , µs and µh as explained in the text.

NLO+NLL, NLO+NNLL and nNLO predictions discussed below through the matching

procedure.

The comparison between the NLO and the NLO+NNLL calculations of the di↵er-

ential distributions can be found in Figure 5. We see that the NLO+NNLL uncertainty

band is included in the NLO scale uncertainty band in almost all bins of the distri-

butions considered here. The exception is the bins in the far tail of the M and Mtt̄

distributions, where the NLO+NNLL band is not completely included in the NLO one,

– 16 –

Higher order effect important at high energies

State-of-the-art QCD predictions for this process: NLO+NNLL
Broggio, Ferroglia, Pecjak, LLY: 1611.00049



Coulomb corrections for total rate
Ju, LLY: 1904.08744

H

Consider the threshold region

Sudakov and Sommerfeld corrections

̂s → 2mt + mH

β = 1 −
(2mt + mH)2

̂s
→ 0



Coulomb corrections for total rate
Ju, LLY: 1904.08744

H

Consider the threshold region

3 Factorization and resummation in the threshold limit

3.1 Higher order QCD corrections in the threshold limit

Beyond the Born level, the cross sections receive contributions from exchange of virtual

gluons and emission of real gluons. We will investigate these contributions as a power

expansion in β in the threshold limit β → 0. In this limit, there will be ln β-enhanced

terms and 1/β-enhanced terms at higher orders in αs. Schematically, we are going to

consider corrections of the form

σ̂NLL′

ij ∼ α0
s

{

1,β
}

+ αs

{

ln2 β, ln β, 1,
1

β
,β ln2 β,β ln β

}

+ α2
s

{

ln4 β, ln3 β, ln2 β,
1

β2
,
1

β
,
ln2 β

β
,
ln β

β
,β ln4 β,β ln3 β

}

+ · · · . (3.1)

The collection of these terms are referred to as the improved next-to-leading logarithmic

(NLL′) corrections. Note that due to the presence of two kinds of terms, one needs to insist

on a consistent logarithmic counting for both of them, which we take as λ ∼ αs ∼ β ∼
1/ ln β. Using this counting, it can be seen that the NLL′ corrections include terms up to

order λ1. It is also clear from this counting that one needs to include formally O(β1) next-

to-leading power (NLP) terms besides the O(β0) leading power (LP) ones in the power

expansion. This greatly complicates the analysis of factorization, as will be clear below.

The behavior of higher order corrections in the threshold limit can be studied using

the method of regions [43, 44]. We work in the partonic center-of-mass frame where the

momenta of the two incoming partons are given by

pµ1 =

√
ŝ

2
nµ , pµ2 =

√
ŝ

2
n̄µ , (3.2)

where n and n̄ are two light-like vectors satisfying n2 = n̄2 = 0 and n · n̄ = 2. For a given

momentum k, we perform the light-cone decomposition as

kµ =
k+
2

nµ +
k−
2

n̄µ + kµ⊥ , (3.3)

with k+ = n̄ · k and k− = n · k. We identify the following momentum regions relevant to

our problem:
hard : kµ ∼

√
ŝ ,

soft : kµ ∼
√
ŝ β ,

potential : k0 ∼
√
ŝ β2 , %k ∼

√
ŝ β ,

ultrasoft : kµ ∼
√
ŝ β2 ,

collinear : (k+, k−, k⊥) ∼
√
ŝ (1,β2,β) ,

anticollinear : (k+, k−, k⊥) ∼
√
ŝ (β2, 1,β) .

(3.4)

These serve as the basis for constructing the effective field theoretic description of the

process, and for deriving the factorization formula for the cross sections. At this point,

it should be noted that there is a subtle difference between tt̄h production here and tt̄

production discussed in [26–28, 41, 45]. In tt̄ production, the 3-momentum of the tt̄ pair

– 8 –

Combination of SCET 
and pNRQCD

Sudakov and Sommerfeld corrections

̂s → 2mt + mH

β = 1 −
(2mt + mH)2

̂s
→ 0



Factorization near threshold

Non-trivial cancellation 
of ultrasoft interactions 
at next-to-leading power

Figure 6. A sample Feynman diagram contributing to σ̂1a
ij . The black dots represent vertices from

L0
SCET and L0

pNRQCD. The black squares denote insertions of HLP. The circle with a cross stands
for an insertion of L1a

pNRQCD.

where EJ is defined in Eq. (3.16),

Et =
|"pt|2

2mt
, Et̄ =

|"pt̄|2

2mt
, (3.32)

and

M =
1

−|"k − "pt|2
1

k0 − p0g − |"k|2/(2mt)

1

Et + Et̄ + p0g − k0 − |"k − "pt − "pt̄|2/(2mt)

×

(

∂

∂"k

1

k0 − |"k|2/(2mt)

)

·
(v ·n) "pg − (v · pg)"n

n · pg
. (3.33)

Note that we have suppressed the imaginary part +iε in the propagators. We now observe

that the last factor in the above expression does not depend on "k, "pt, "pt̄ and "ph, while the

other factors do not depend on "n. Together with the fact that "v = "0, we can conclude that

after integrating over k, "pt, "pt̄ and "pg, the function A("ph) must be proportional to "n · "ph
(multiplied by a function of |"ph|2 and other scalar quantities). As a result, after performing

the integration over "ph as in Eq. (3.30), the contribution of this diagram to the partonic

total cross section must vanish.

The argument above can be generalized to all contributions from a single insertion of

L1a
pNRQCD in a more formal way. The cross section induced by L1a

pNRQCD can be written as

σ̂1aij =
1

2ŝ

∫

dΦt dΦt̄ dΦh

∑

X

(2π)4δ(4)(p1 + p2 − pt − pt̄ − ph − pX)

×
∑

pol

∑

color

∫

d4z 〈ij|H†
LP(0)|tt̄hX〉 〈tt̄hX|T

[

iL1a
pNRQCD(z)HLP(0)

]

|ij〉+ h.c. , (3.34)

where T denotes time-ordered product. We can perform the usual decoupling transforms

(3.14) to remove the leading power interaction between ultrasoft and potential modes. The

remaining interaction is of the "x · "Eus form from L1a
pNRQCD. As a result, we can write the

cross section as

σ̂1aij =
1

2ŝ

∫

dΦhdωHij(µ)

∫
d4k

(2π)4
J1a

(

EJ −
ω

2
, "pJ , k

)∫

d4z e−ik · z i"z · "S1a
ij (ω, z

0, µ) + h.c.

– 14 –

=
1

2ŝ

∫

dΦhdωdz
0 dk

0

2π
e−ik0z0Hij(µ)#j1a

(

EJ −
ω

2
, #pJ , k

0

)

· #S1a
ij (ω, z

0, µ) + h.c. ,

(3.35)

where we have suppressed all color indices for simplicity, while EJ and #pJ are given in

Eq. (3.16). The subleading potential function and soft function are defined as

J1a(Eq, #q, k) = −
∫

dΦt dΦt̄ (2π)
4δ(4)(q − pt − pt̄)

×
∫

d4x eik ·x 〈0|χ†
s2ψs1(0)|tt̄〉 〈tt̄|T

[(

ψ†(x)ψ(x) + χ†(x)χ(x)
)

ψ†
s1χs2(0)

]

|0〉 ,

#S1a
ij (ω, z

0, µ) = gs
∑

X

δ(ω − 2EX)

× 〈0|S†
vSvS

j
n̄S

i†
n (0)|X〉 〈X|T

[

Sv
#EusS

†
v(z

0,#0)Si
nS

j†
n̄ S†

vSv(0)
]

|0〉 , (3.36)

with Eq = q0 − 2mt, and

#j1a(Eq, #q, k
0) = −

∫

d3#k δ(3)(#k)
∂

∂#k
J1a(Eq, #q, k) , (3.37)

where again we have ignored all color structures which are not important for the arguments

here. Note that #j1a(Eq, #q, k0) must be proportional to #q since this is the only 3-vector it

can depend on.

For tt̄ production, there is no recoil momentum and #pJ = #0. Therefore in the integrand

for the cross section one has #j1a(E,#0, k0) = 0, and one can conclude that the contribution

from L1a
pNRQCD to the cross section vanishes. This is essentially the argument in [27]. For

tt̄h production, due to the presence of a recoil momentum, #j1a can depend on #pJ = −#ph,
and is not zero in general. However, note that the whole integrand in Eq. (3.35) is an

odd function of #ph. Consequently, after integrating over the phase space dΦh of the Higgs

boson, the contribution still vanishes. Therefore, we arrive at the same conclusion as in the

tt̄ case that the only NLP contribution to the total cross section comes from L1b
pNRQCD. We

emphasize that this fact only holds at the level of total cross section, and extra corrections

may be present if one does not integrate over the momentum of the Higgs boson.

In summary, up to the next-to-leading power, the cross section can be factorized as

σ̂ij =
∑

α

1

2ŝ

∫

dΦhdωHα
ij(µ)J

α

(

EJ −
ω

2
, #pJ

)

Sα
ij(ω, µ) , (3.38)

where the hard function H and soft function S only receive leading power contributions.

The potential function Jα(q) contains both LP and NLP contributions, which we present in

the next subsection. Note that this simple form of the factorization formula is not expected

to hold at higher powers in β, as we’ll discuss in Appendix B.

3.4 The potential function with a recoil momentum

As introduced in the last subsection, a non-trivial difference between tt̄h production and tt̄

production is the dependence of the potential function Jα(Eq, #q) on the recoil momentum

– 15 –

potential modes 
and soft modes

ultrasoft modeshard modes

Ju, LLY: 1904.08744



Resummation
Ju, LLY: 1904.08744

3 Factorization and resummation in the threshold limit

3.1 Higher order QCD corrections in the threshold limit

Beyond the Born level, the cross sections receive contributions from exchange of virtual

gluons and emission of real gluons. We will investigate these contributions as a power

expansion in β in the threshold limit β → 0. In this limit, there will be ln β-enhanced

terms and 1/β-enhanced terms at higher orders in αs. Schematically, we are going to

consider corrections of the form

σ̂NLL′

ij ∼ α0
s

{

1,β
}

+ αs

{

ln2 β, ln β, 1,
1

β
,β ln2 β,β ln β

}

+ α2
s

{

ln4 β, ln3 β, ln2 β,
1

β2
,
1

β
,
ln2 β

β
,
ln β

β
,β ln4 β,β ln3 β

}

+ · · · . (3.1)

The collection of these terms are referred to as the improved next-to-leading logarithmic

(NLL′) corrections. Note that due to the presence of two kinds of terms, one needs to insist

on a consistent logarithmic counting for both of them, which we take as λ ∼ αs ∼ β ∼
1/ ln β. Using this counting, it can be seen that the NLL′ corrections include terms up to

order λ1. It is also clear from this counting that one needs to include formally O(β1) next-

to-leading power (NLP) terms besides the O(β0) leading power (LP) ones in the power

expansion. This greatly complicates the analysis of factorization, as will be clear below.

The behavior of higher order corrections in the threshold limit can be studied using

the method of regions [43, 44]. We work in the partonic center-of-mass frame where the

momenta of the two incoming partons are given by

pµ1 =

√
ŝ

2
nµ , pµ2 =

√
ŝ

2
n̄µ , (3.2)

where n and n̄ are two light-like vectors satisfying n2 = n̄2 = 0 and n · n̄ = 2. For a given

momentum k, we perform the light-cone decomposition as

kµ =
k+
2

nµ +
k−
2

n̄µ + kµ⊥ , (3.3)

with k+ = n̄ · k and k− = n · k. We identify the following momentum regions relevant to

our problem:
hard : kµ ∼

√
ŝ ,

soft : kµ ∼
√
ŝ β ,

potential : k0 ∼
√
ŝ β2 , %k ∼

√
ŝ β ,

ultrasoft : kµ ∼
√
ŝ β2 ,

collinear : (k+, k−, k⊥) ∼
√
ŝ (1,β2,β) ,

anticollinear : (k+, k−, k⊥) ∼
√
ŝ (β2, 1,β) .

(3.4)

These serve as the basis for constructing the effective field theoretic description of the

process, and for deriving the factorization formula for the cross sections. At this point,

it should be noted that there is a subtle difference between tt̄h production here and tt̄

production discussed in [26–28, 41, 45]. In tt̄ production, the 3-momentum of the tt̄ pair
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Resummation at NLL' accuracy
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Figure 8. The scale dependence of the total cross section at 13 TeV LHC. The left plot shows
the dependence of the NLL′+NLO result on the scales µh, µs and µJ entering the resummation
formula. The right plot shows the dependence of the LO, NLO and NLL′+NLO results on the
factorization scale µf .

13 TeV LHC (pb) 14 TeV LHC (pb)

NLO 0.493+5.8%
−9.2% 0.597+6.1%

−9.2%

NLL′+NLO 0.521+1.9%
−2.6% 0.630+2.3%

−2.6%

K-factor 1.06 1.06

Table 1. Results for the total cross section at NLO and NLL′+NLO accuracies. The uncertainties
reflect scale variations only.

4.3 Results and discussions

In this subsection, we present the numeric results for the total cross section at 13 TeV and

14 TeV LHC. For readers’ convenience, we list here again the parameters we use: mt =

173.5 GeV, mh = 125.09 GeV and v = 246.22 GeV. We have employed the MMHT2014

(N)LO PDFs [39] with the corresponding αs(mZ).

We begin with the scale dependence of the total cross section at 13 TeV LHC. The

result at 14 TeV LHC is similar and we do not show it here. The LO and NLO cross

sections depend on the factorization scale µf , where the strong coupling αs and the PDFs

are evaluated. The matched NLL′+NLO cross section depends in addition the hard scale

µh, the soft scale µs and the potential scale µJ . In the left plot of Fig. 8, we show

the dependence of the NLL′+NLO cross section on µh, µs and µJ . We observe that the

dependence is rather mild. This can actually be expected since these scales only affects

the region β < βcut, which does not make dominant contributions. In the right plot of

Fig. 8, we show the dependence of the LO, NLO and NLL′+NLO cross sections on the

factorization scale µf . It can be seen that the µf dependence is significantly reduced when

going to higher orders in perturbation theory. At NLL′+NLO, the residue µf dependence is

merely about 2%. To estimate the theoretical uncertainties of the NLL′+NLO predictions,

we vary the 4 scales up and down by a factor of 2, and add the resulting variations of the

cross sections in quadrature.

The predictions for the total cross sections are summarized in Table 1. The K-factor
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6% effect; big reduction of scale dependence

Extension to differential cross sections…



Summary
➤ Theoretical predictions for top quark pair differential cross sections 

have achieved remarkable precisions 

➤ Current state-of-the-art: NNLO+NNLL'+EW 

➤ Still a small gap at low invariant mass near threshold 

➤ Use pNRQCD to derive a resummation formula for Coulomb 
corrections 

➤ Calculated relevant ingredients for NLP resummation 

➤ New result better compatible with data and has significant impact 
on top quark mass measurement 

➤ Also studied Coulomb resummation for ttH production 

➤ Many things to be done in the future: beyond NLP? +jets?  
distributions?

tt̄ tt̄H
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