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TDAQ session

• Can’t do justice to all the talks in time available

• All talks available here: 
https://indico.ihep.ac.cn/event/9960/session/16/#
20191119

https://indico.ihep.ac.cn/event/9960/session/16/#20191119


Experience from other 
experiments
• Buffers: DUNE, ATLAS, LHCb

• Life without a hardware trigger: LHCb, DUNE

• Life with a hardware trigger: ATLAS

• Networking: ATLAS

• Common hardware: share electronics between 
detectors and subdetectors (e.g. FELIX, PCIe40)

• Technology from other experiments that could fit 
CEPC use case:
• artdaq framework, GBTX, VeloPix













ATLAS Storage and Networking



ATLAS Storage and Networking





















Open questions for CEPC

• Probably don’t need a trigger for ZH or WW 
running

• Need trigger for Z-pole running (x10 higher rate)?
• All-software trigger?

• Which subdetectors should be triggered on?
• e.g. vertex detector rate may be prohibitive

• Consider front-end specifications early, driven by 
TDAQ requirements


