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What is FPGA

• Field Programmable Gate Array (FPGA)

– a matrix of configurable logic blocks (CLB) connected via programmable interconnects

– Can be reprogrammed to desired functionality requirements after manufacturing

• Application Specific Integrated Circuit (ASIC)

– custom manufactured for specific design tasks

– Can not change function after manufacturing
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Architecture of early FPGA



Modern Large FPGA

• Modern large FPGAs integrate many other features in addition to unprecedented logic density

– Embedded processors

– DSP clocks

– High-speed transceivers

– PCIe blocks

– EMAC blocks

– Advance clock manager

– High bandwidth Memory

• Modern large FPGAs have become System-On-Chip design platforms
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LHC timeline

• LHC first started serious data taking in 2011

– Run 1, running at 75% nominal luminosity

• LHC Run 2 finished at the end of 2018

– 2 times nominal luminosity, shut down at the end of last year for upgrade for Run 3

• Long shutdown foreseen in 2024 for upgrade to HL-LHC

– 10 times nominal luminosity
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ATLAS

• ATLAS one of two general purpose detectors at the LHC

– different subsystems wrapped concentrically in layers around collision point to record 
trajectory, momentum, and energy of particles
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ATLAS Calorimeters

• Inner layers of fine-grained LAr electromagnetic calorimeters

– ~200 thousand cells to measure energy of electrons and photons

• Outer layer of hadronic calorimeter

– ~10 thousand cells to sample energy of hadrons as they interact with atomic nuclei

• Different particles leave different signatures in each layer
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Triggering at ATLAS

• LHC collides bunched beams of protons @40MHz

– Every time the bunches cross some protons collide

– Real example from 2016 with 10 collisions

• At Run2, LHC delivered around 1 billion proton-
proton collisions per second

• From 2026 we expect an average of 200 collisions 
each time bunches cross

– This a simulated example with 200 collision

• up to 10 billion collisions per second

– Interesting collisions at much much lower rate

• 1 Higgs boson per 10 billion collisions

• We want just the interesting collisions
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Triggering at ATLAS

• ATLAS trigger system

– Level-1

• custom hardware

• 40 million decisions per second

• up to 2 µs for each decision

– 2.5 µs buffer on detector

– High Level Trigger

• CPU farm

• 100 thousand decisions per second

• 1 thousand events to storage per 
second
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Initial prototypes for Calorimeter trigger

• Mid-1990’s

• Calorimeter trigger processes 6000 coarse grain ‘trigger towers’ 
(summed cells)

– Initial design based on multichip modules and ASICs

– Initial prototyping in FPGA

• Xilinx XC4008 devices

– 0.35 µm CMOS

– 8000 gates

• Each FPGA here 4 channels of Bunch Crossing ID

– “Whilst FPGAs provide an ideal solution for the 
demonstrator system, they are too large and 
costly to be used in the final system”
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Actual calorimeter trigger for Runs 1 and 2

• Mid-2000’s

– FPGAs displaced almost all ASICs

– 9U VME production modules using Xilinx FPGA

• Virtex-E, Virtex-II, Virtex-II Pro 

– 0.13 µm CMOS

– up to 30000 logic cells

– Up to 8 high-speed transceiver pre FPGA

• each FPGA covers half entire upper prototype on previous slide
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Upgrades for Run 3

• 2021

• Need to improve sensitivity to electroweak physics in face of increased pileup

– Maintain thresholds close to original LHC by increasing data into trigger by factor 10

• LAr SuperCells with finer azimuthal and depth segmentation

• Allows lateral R and depth f3 shower shape discriminants between electrons and jets
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L1Calo trigger modules for Run 3

• Factor 10 increase in data rate to 30 Tb/s requires many very high-speed links

• ATCA-based boards with up to 240 inputs each running at 11.2 Gb/s

– Altera Arria 10, Xilinx Virtex 7 and UltraScale+

• 22nm-14nm FinFET

• Up to 2.5 million system logic cells

• up to 120 high-speed serial transceivers per FPGA
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Upgrades for Run 4

• 2026

• Ultimate LHC luminosity requires even finer sensitivity

– Addressed by enabling use of individual calorimeter cells above threshold in trigger

• Longer latency for hardware trigger allows time-multiplexed event building

– Complete data for a full event on a single FPGA
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Global Event Processor for RUN4

• Concept

– ATCA board with ~200 link @25Gbps

• First prototype with current volume production FPGAs
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Next generation FPGAs



Modern large FPGA design - Power

• Up to 350W per board for Run 3

– Very large current for FPGA core voltage rail and high-speed transceiver voltage rail

• Up to 100A per power rail for a board with 4 large FPGAs

– Very stringent power noise requirement

• ±3% pk-pk for low voltage rails
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Modern large FPGA design - Cooling

• Cooling capacity of ATLAS counting room infrastructure

– 350W (front board) + 50W (RTM)

– 80% took away by water cooling

– 20% leakage into environment

• Took away by aircon

– A lot of thermal simulation and measurement and optimization
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Modern large FPGA design - Clocking

• High-speed transceivers need very low jitter reference clock

• Jitter is more complicated than most thought

– Evaluation in frequency domain
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Modern large FPGA design - PCB

• Low Dk and low Df Material

• PCB stackup

– Microvia/blindvia vs backdrill

– Complexity vs yield

• High-speed signal simulation

• PCB measurement
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Modern large FPGA design - Test

• Test all the parameter corners

• Accelerated aging test

– Capture design/manufacture error before production
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CMS FC7 AMC

Wrong voltage connected to XADC!



Modern large FPGA design - control

• Control via Ethernet in ATCA shelf

– IPBus

• Simple

• Hardware isolated from software

– Zynq SoC + Linux

• Flexible

• Long term support issue

• IT security

• FPGA configuration

– ATLAS counting room will be a micro radiation zone

• Access will be restricted

– F/w upgrade remotely

• Needs fail-safe mechanism

– Reliable golden image keep the board always accessible
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Modern large FPGA design - monitoring

• Trigger board for RUN3 cost $40,000 ~ £100,000 each

• Accident can happen and did happen

• Monitoring and auto-protection is very important

– Safety infrastructure should be installed on day one

• However, it is often retro-fitted after accident happens 
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Modern large FPGA design - firmware

• F/w repository

– CERN gitlab

• F/w build system

– IPBB

• Used by CMS

– HDL make

• Used by ATLAS LAr

– HOG

• Used by ATLAS L1Calo

• A set of TCL (Tool Command Language) scripts manage firmware repository

• A Gitlab Continuous Integration script automatically synthesizes and implements HDL 
projects when a Git Merge Request is opened
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https://ipbus.web.cern.ch/ipbus/doc/user/html/firmware/ipbb-primer.html
https://www.ohwr.org/projects/hdl-make
https://indico.cern.ch/event/697988/contributions/3055928/attachments/1716495/2769398/gonnella-TWEPP2018.pdf


Modern large FPGA design – fast prototyping

• Fast prototyping platforms with ATCA

– Serenity consortium lead by Imperial college

• Carrier card

• Daughter cards

– Apollo consortium lead by Boston University

• Command module

• Service module
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https://indico.cern.ch/event/697988/contributions/3055986/attachments/1718311/2772916/AWR_Serenity.pdf
https://indico.cern.ch/event/799025/contributions/3486429/attachments/1901337/3138737/APOLLO-Hazen.pdf


Future FPGA

• Intel Agilex

– Architecture closer to traditional FPGA

• Xilinx Versal

– Prime Series

• Upgrade to Zynq SoC

– AI Core Series

• Automatic search for new physics?

– Needs R&D
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Summary

• FPGAs was originally used as the prototyping for ASIC in ATLAS TDAQ.

• At Run1, FPGAs displaced most of ASICs in the original technical design.

• At Run3, FPGAs with high density high speed links dominated trigger upgrade design.

• At Run4, increased L1 trigger latency (due to detector frontend upgrade) allows a step change 
in trigger architecture. 

– Next generation FPGAs will run iterative algorithms in real-time system.

– Even higher speed links (25G or 50G) allows data aggregation for full event process.

• ATLAS time scale much longer than industrial norm

– Typically running electronics for some 20 years without large-scale upgrade

• Original L1Calo was base on 9U VME designed in early 2000, and part of it will continue 
until the end of RUN3 in 2024.

• FPGA technology has been advancing very fast, and designing with modern large FPGAs is 
challenging.
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