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Outline

* FPGA introduction
e ATLAS TDAQ history with FPGA
* Modern large FPGA design consideration

— Power

— Cooling

— Clocking

— High-speed PCB design

— Test methodology

— Control/configuration

— Monitoring

— F/W management and collaboration

— Hardware design platform for fast prototyping
* FPGA futuretrend
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What is FPGA

* Field Programmable Gate Array (FPGA)
— a matrix of configurable logic blocks (CLB) connected via programmable interconnects
— Can be reprogrammed to desired functionality requirements after manufacturing
* Application SpecificIntegrated Circuit (ASIC)
— custom manufactured for specificdesign tasks
— Can not change function after manufacturing
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Architecture of early FPGA
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Modern Large FPGA

* Modern large FPGAs integrate many other featuresin additionto unprecedented logicdensity
— Embedded processors
— DSP clocks
— High-speed transceivers
— PCle blocks
— EMACblocks
— Advance clock manager
— High bandwidth Memory
* Modern large FPGAs have become System-On-Chip design platforms
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LHC timeline
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2.5 x nominal luminosity upgrade phase 2

e LHC first started serious data takingin 2011
— Run 1, runningat 75% nominal luminosity
* LHC Run 2 finished atthe end of 2018
— 2 times nominal luminosity, shut down at the end of last year for upgrade for Run 3

* Longshutdown foreseen in 2024 for upgrade to HL-LHC

— 10 times nominal luminosity
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Tile calorimeters

LAr hadronic end-cap and
forward calorimeters

Pixel detector
LAr electromagnetic calorimeters

Toroid magnets
Muon chambers Solenoid magnet | Transition radiation tracker
Semiconductor fracker

e ATLAS one of two general purpose detectors at the LHC

— different subsystems wrapped concentrically in layers around collision pointto record
trajectory, momentum, and energy of particles
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ATLAS Calorimeters

Muon

5
Neutrind)
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* Innerlayers of fine-grained LAr electromagnetic calorimeters
— ~200 thousand cells to measure energy of electrons and photons

e Quter layer of hadroniccalorimeter
— ~10 thousandcells to sample energy of hadrons as they interact with atomicnuclei

» Different particles leave different signaturesin each layer
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Triggering at ATLAS

* LHC collides bunched beams of protons @40MHz
— Every time the bunches cross some protons collide
— Real example from 2016 with 10 collisions

e At Run2, LHC delivered around 1 billion proton-
proton collisions per second

ATLAS urce: JiveXML 110105200 304895 run:110105200 ev: 304895 lumiBlock:0 Atlantis

* From 2026 we expect an average of 200 collisions ‘
each time bunches cross SN 1 © ATLAS

— This a simulated example with 200 collision LEAPERMENT
e up to 10 billion collisions per second

— Interesting collisions at much much lower rate
* 1 Higgs boson per 10 billion collisions

* We wantjust the interestingcollisions
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Triggering at ATLAS

* ATLAS trigger system

Calorimeter detectors
— Level-1 TileCal| Muon detectars
e custom hardware Level-1 Calo | [ | Level-1 Muon
T .. Preprocessor peirn
* 40 million decisions per second | Imll | sector logic
* upto 2 us foreach decision CP(eya) || JEP (et E) | .
[omx] || [cwx] | MucTPi

— 2.5 us buffer on detector

DataFlow

Level-1 Accept

— High Level Trigger
e CPUfarm
* 100 thousand decisions persecond | | .veit

Read-Out System (ROS)

* 1thousandeventstostorage per Rol| | FastTracKer e—0=0
E {F]'K} i

second T o
High Level Trigger
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Initial prototypes for Calorimeter trigger

e Mid-1990’s

* Calorimeter trigger processes 6000 coarse grain ‘trigger towers’
(summed cells)
— Initial design based on multichip modules and ASICs

— Initial prototypingin FPGA
 Xilinx XC4008 devices
— 0.35 pum CMOS
— 8000 gates
e Each FPGA here 4 channels of Bunch Crossing ID

— “Whilst FPGAs provide anideal solutionfor the
demonstrator system, theyaretoo large and
costlyto be used in the final system”
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Actual calorimeter trigger for Runs 1 and 2

e Mid-2000’s
— FPGAs displaced almost all ASICs
— 9U VME production modules using Xilinx FPGA
* Virtex-E, Virtex-Il, Virtex-Il Pro
— 0.13 um CMOS
— up to 30000 logic cells
— Up to 8 high-speed transceiver pre FPGA
* each FPGA covers halfentire upper prototype on previous slide
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Upgrades for Run 3

* 2021

Need to improve sensitivity to electroweak physics in face of increased pileup
— Maintainthresholds close to original LHC by increasing data into trigger by factor 10
LAr SuperCells with finer azimuthal and depth segmentation
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e Allows lateral Rnand depth f; shower shape discriminants between electrons and jets
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L1Calo trigger modules for Run 3

* Factor 10 increasein datarateto 30 Tb/s requires many very high-speed links
* ATCA-based boards with up to 240 inputs each runningat11.2 Gb/s
— Altera Arria 10, Xilinx Virtex 7 and UltraScale+

Reset —p-

* 22nm-14nm FinFET -
* Up to 2.5 million system logiccells
e upto 120 high-speed serial transceivers per FPGA

DDR3 mmc

rc2924

v pe/oc uPOD Flash  Clocks
itoring sockets
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Upgrades for Run 4

e 2026
e Ultimate LHC luminosity requires even finer sensitivity

— Addressed by enabling use of individual calorimeter cells above thresholdin trigger
* Longer latency for hardware trigger allows time-multiplexed event building
— Complete data forafull eventon a single FPGA
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Global Event Processor for RUN4

* Concept
— ATCA board with ~200 link @25Gbps
* First prototype with current volume production FPGAs

Next generation FPGAs
Logic/Foundry Process Roadmaps ;for Volume Production) ﬂv
2013 2014 2015 2016 2017 2018 2019

Intel

GlobalFoundries |

Samsung

SMIC

TSMC

umc

Note: What defines a process "generation” and the start of "volume" production varies from company to
company, and may be influenced by marketing embelishments, so these points of transition should be used
only as very general guidelines.

Sources: Companies, conference reports, IC Insights

19/11/2019 W. Qian -- CEPC Workshop 15



@ Pcities oot 2 E&I!T MAENST
Modern large FPGA design - Power

e Up to350W per board for Run 3
— Very large current for FPGA core voltage rail and high-speed transceiver voltage rail
* Up to 100A per power rail fora board with 4 large FPGAs

— Very stringent power noise requirement

* +3% pk-pk for low voltage rails

eFEX preproduction VmMGTAvcc Power Plane (1 0z.)
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* Coolingcapacity of ATLAS countingroom infrastructure
— 350W (front board) + 50W (RTM)
— 80% took away by water cooling
— 20% leakage into environment
* Took awayby aircon
— Alot of thermal simulationand measurementand optimization
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I\/Iodern large FPGA design - Cooling

Spare space 15U

N¢ZS 32ey




@

Science & Technology
Facilities Council

* High-speed transceivers need very low jitter reference clock

* Jitteris more complicated than most thought

— Evaluationin frequency domain
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Modern large FPGA design - Clocking
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Modern large FPGA design - PCB
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e PCB stackup L E°R & |

— Microvia/blindvia vs backdrill

— Complexity vsyield

* High-speed signal simulation

* PCB measurement
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Modern large FPGA design - Test

e Test all the parameter corners
* Accelerated agingtest
— Capture design/manufacture error before production
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Modern large FPGA design - control

e Controlvia Ethernetin ATCA shelf
— IPBus
e Simple
* Hardwareisolated from software
— Zynq SoC + Linux
* Flexible
* Longterm supportissue
* IT security
* FPGA configuration
— ATLAS countingroom will be a micro radiationzone
* Access will be restricted
— F/w upgrade remotely
* Needs fail-safe mechanism
— Reliable golden image keep the board always accessible
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Modern large FPGA design - monitoring

* Trigger board for RUN3 cost $40,000 ~ £100,000 each
e Accidentcan happenanddidhappen
* Monitoringand auto-protectionisvery important
— Safetyinfrastructure should be installedon dayone
* However, it is often retro-fitted after accident happens

[atlun@l] ~/ipmc % ipmitool -I lan -H shelfl.pp.rl.ac.uk -A MONE -t @x8a sensor

Hot Swap | exe | discrete | ex1e80| na | na | na | na | na | na
IPMB Physical 0x88 discrete Ox088@| na na na na na na
Version change exe discrete 0x008@| na na na na na na
Internal temp. 29.008 degrees C ok na na na 40.000 60 .008 80.000
LM82 internal 28.000 degrees C ok na na na 40,000 60 .000 80.000
LM82 FPGA temp 49 _000 degrees C ok na na na 75.000 80.000 80.0080
QBDW@33 Vinput 48.258 Volts ok na 40.0600 na na 55.008 na
QBDWe33 Voutput 11.648 Volts ok na 1.112 na na 16.152 na
QBDW@33 Toutput 7.568 Amps ok na na na na 9.998 na
QBDWe33 temp 48485 degrees C ok na na na 53.145 50.191 53.145
MDT@40 Vinput 11.983 Valts ok na 5.839 na na 14.029 na
MDT@48 Toutput 1.892 Amps ok na na na na 2.500 na
MDT@41 Vinput 12.045 Valts ok na 4.543 na na 14.029 na
MDT@41 Toutput | 1.962 | Amps | ok | na | na | na | na | 2.508 | na
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* F/w repository
— CERN gitlab
* F/w build system
— |PBB
* Used by CMS
— HDL make
e Used by ATLAS LAr
— HOG
e Used by ATLAS L1Calo
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* Aset of TCL (Tool Command Language) scripts manage firmware repository

e A Gitlab Continuous Integration script automatically synthesizesand implements HDL
projects when a Git Merge Requestisopened
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Modern large FPGA design - firmware
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https://ipbus.web.cern.ch/ipbus/doc/user/html/firmware/ipbb-primer.html
https://www.ohwr.org/projects/hdl-make
https://indico.cern.ch/event/697988/contributions/3055928/attachments/1716495/2769398/gonnella-TWEPP2018.pdf
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Modern large FPGA design — fast prototyping

* Fast prototyping platforms with ATCA
— Serenity consortium lead by Imperial college
e Carriercard
* Daughtercards

— Apollo consortium lead by Boston University
e Command module
e Service module
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https://indico.cern.ch/event/697988/contributions/3055986/attachments/1718311/2772916/AWR_Serenity.pdf
https://indico.cern.ch/event/799025/contributions/3486429/attachments/1901337/3138737/APOLLO-Hazen.pdf
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Future FPGA

Intel Hyperflex Core Architecture

* Intel Agilex

— Architecture closer to traditional FPGA

SCALAR
ENGINES

* Xilinx Versal

— Prime Series ‘ R TABLE

HARDWARE

* Upgradeto Zynq SoC
— Al Core Series

NETWORK-ON-CHIP

e Automaticsearch fornew physics?
— Needs R&D
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* FPGAs was originally used as the prototyping for ASIC in ATLAS TDAQ.
e At Runl, FPGAs displaced most of ASICs in the original technical design.
* At Run3, FPGAs with high density high speed links dominated trigger upgrade design.

* At Run4, increased L1 trigger latency (due to detector frontend upgrade) allows a step change
in trigger architecture.

— Next generation FPGAs will run iterative algorithms in real-time system.

— Even higher speed links (25G or 50G) allows data aggregation for full event process.
e ATLAS time scale much longer than industrial norm

— Typically runningelectronics for some 20 years without large-scale upgrade

e Original L1Calo was base on 9U VME designed in early 2000, and part of it will continue
until the end of RUN3 in 2024.

* FPGA technology has been advancingveryfast, and designing with modern large FPGAs is
challenging.
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