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Bl LHCb detector 2010-2018

= Single-arm forward spectrometer focused on heavy flavor (b, ¢) physics

2 Run 1 (7/8 TeV, 3 fbl), Run Il (13 TeV, ~6 fb!) + special runs (pPb, PbPb, SMOG)

Vertex Locator(vertex reconst_rucjuon) Tracking sy_stemﬂ(upar;tlcle reconstruction) JINST 3 (2008) S08005
* Impact parameter resolution: * ¢(Tracking) ~96% JMPA 30 (2015) 1530022
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RICH: particle ID 10m 15m 20m
© &K - K) ~95% Muon system
* Mis-ID: g(m — K) ~5% Magnet o pID: e(u = p) ~97%
Bending power: 4 Tm * Mis-ID: g(t = p) ~1-3%
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. Requirements for trigger

= Triggering is a crucial part of data

taking Mf’ ~ LHC  s=MTeV  L=t0¥em?s’  rate
L— inelasti by
= Decision of what physics can be . collision rate
recorded e b
- «LHC
MHz
- Resources demanding operation Readout
- Storage
» Hard constrains: Bandwith [GB/S] =~ \Hz .
Accept Rate [kHz] x Event size [kB]
nb
Hz

= Limiting factors: both hardware and
software

mHz

= During the Run Il already significant AP T HWX BN LY
rates: 45 kHz for bb, 1 MHz for cc S0 i60 260 560 1600 2000 5000

jet E; or particle mass (GeV)

2 Raw data bandwidth scales up
quadratically with luminosity
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. Trigger during Run Il

< Run |l (2015-2018) trigger
system consisted of 3 stages

1) LO Hardware trigger

- fast detectors

- CALO and MUON
information

2) High Level Trigger 1

- 10 PB disk buffer

- Around two weeks of data
taking

TurCal

3) High Level Trigger 2

=< Around 500 specific HLT lines
(particular decays)

= Introduction of TESLA
framework — Turbo stream
2019/11/19
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. Trigger - alignment & calib.

2 HLT1 samples are used for alignment
and calibration

beginning of each fill

< Alignment procedure of the full tracker '“F LHCb Preliminary
system run automatically at the 3 \o(T) = 92 MeV/c?

- Based on Kalman filter “f
2 Update if the variations are significant b
> RICH calibration and alignment GRS TG SRS 5k ST ok it Ta M Tte
= Time calibration of OT o
. . 200
= Calibration of ECAL 50 ¥ LHCb Preliminary
160 ¥
= ' . 1 0(T) =~ 49 MeV/c?
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Bl Turbo stream

9

2019/11/19

Given the bandwidth hard
limits, do we need to save all
information about all events?

Select what we want to save

Turbo (2015)

- Keep only objects used for
trigger

Turbo SP (2017)

- Objects used for trigger +
special selection

Turbo++ (2016)

- All reconstructed events

- Raw event is dropped

Real-time analysis with LHCb

HLT2
candidate

Increasing persisted event size
Decreasing information

Raw banks: VELO RICH - ECAL

arXiv: 1903.01360 6 /30



B Turbo stream

=~ Extensively used during the Run Il

- Around 30 % of the trigger rate is Turbo - almost all Charm physics
- But only about 10 % of the bandwidth!
- Approximately 2/3 lines keep raw detector information (Turbo SP)

= Significant reduction of data size - more events at same bandwidth

Persistence method Average event size [kB]
Turbo 7
Turbo SP 16
Turbo++ 48
Raw event 69

= Turbo stream relies on full detector alignment and calibration within the
trigger phase
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. Accomplishments of Turbo

= Turbo lines proved to be necessary

for keeping a significant charm 1:6000_ LHCb | Fwf * 7 T ———
program during Run |l A T 5=13TeV
= 5000 ] G S
. — E . DO N KfKJrE g | Background
= Suitable for a broad range of S 40007 Teom gl & F
physics - from high to low rate 7 30007 13
: 5 2000F 1 9 ¢
2 One of the key ideas of Upgrade g ¢ ; 0
8 1000:— ‘ E m(A.K 7 ") [MeV/c?]
%05 \”’ arXiv:1909.12273
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Bl LHCb Upgrade I (Run III)

2 Luminosity will increase 5x times and collision energy to 14 TeV

2 Aim is to maintain the same performance as during Run Il

—
a D
[ Software-only trigger J/ Upgraded calo front- | LHCb-TDR-12
end electronics,
[ New tracking ] | remove SPD/PS |
. stations coar HCAL s\
M3 -\
[ A Magnet SciFi ~ RICH2 M2 \ \
. 4 A
New plxel ___ Tracker
RICHI ,
VELO | Ut/ . Upgraded
\ ) :l - muon
' o':;-r—-j_;; = il front-end
//] | electronics,
........ Irgun: e | remove M1
</ / . |
| New RICH PMTs + 1 At I D D I
L upgraded electronics J | >
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B LHCb Upgrade I (Run Iii) %

2 Luminosity will increase 5x times and collision energy to 14 TeV

2 Aim is to maintain the same performance as during Run Il

To be upgraded
[ Upgraded LHCb detector )

Data acquisition J

( Detector channels [ Readout electronics J

HCAL MUON 2-5 HCAL  MUON 2-5
ECAL ECAL

PS

VELO

SPD

M1

RICH2 RICH2

RICH1

Event Builder

A NEW DETECTOR AT LHC
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. LHCb Upgrade | - Physics

Type Observable Current LHCb Upgrade Theory
precision 2018 (50tb™")  uncertainty
BY mixing 26, (BY — Jh) ¢) 0.10 [9] 0.025 0.008 ~ 0.003
28, (B — Jh fo(980)) 0.17 [10] 0.045 0.014 ~ 0.01
A (BY) 6.4x 1073 [15]  06x10% 02x1073  0.03x 1073
Gluonic 23°T(BY — ¢0) — 0.17 0.03 0.02
penguin 26T (BY — K*0K*0) 0.13 0.02 < 0.02
26°1(B? — ¢ K?) 0.17 [18] 0.30 0.05 0.02
Right-handed 28T (BY — ¢) 0.09 0.02 < 0.01
currents TM(BY — ¢7)/Tpo - 5% 1% 0.2%
Electroweak  S3(B° — K0ty ;1 < ¢° < 6 GeVe/ch) 0.08 [ ] 0.025 0.008 0.02
penguin so App(B® — K*%u* ™) 25% [14] 6 % 2% 7%
A(Kptp: 1 < @ < 6GeV/ch) 0.25 [15 0.08 0.025 ~ 0.02
B(BY - ntutu)/B(BT — Ktptu) 25 % [10] 8 % 2.5% ~ 10%
Higgs BB = i) 15x10°] 05x10° 015x10° 03x10°
penguin B(B° — putu~)/B(BY — putu) - ~ 100 % ~ 35% ~ 5%
Unitarity v (B — DY K®) ~ 10-12° [19, 20] 4° 0.9° negligible
triangle v (BY - D,K) - 11° 2.0° negligible
angles B (B = J/¢ KY) 0.8° [15] 0.6° 0.2° negligible
Charm Ar 2.3x 1073 [18]  0.40 x 1073 0.07 x 1073 =
CP violation AAcp 21x10°[5] 0.65x10° 0.12x103 —

CERN/LHCC 2012-007
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Bl LHCb Upgrade I (Run III)

2 LHCb has a very broad physics program

2

LHC Fill 2651 [Run ]

| LHCb upgrade ATLAS & CMS

- High quality data requires a perfectly calibrated
and aligned detector

Instantaneous Luminosity [10% cm? s7]

2 Have to process 5x bigger events at 30 times
the rate, LO removed =
-| LHCb Run | —
2 From Run 3 all alignments and calibrations will I i B
be fully automatic and incorporated to the - e
software trigger 8 P S SN I |

20
Fill duration [h]

< Around 70 % of data will go to Turbo

o
]
5 8 g g g 5| &
Atisl Lo o = = L = b
- o o o <} ol (.
3 (-} E (- 3 {--) E (...) B (- _E
> w w I} w w
.............. h {.""’;" >
T FILL
F 3 r 3 3 h
VELO alignment {—Tmin]] Calorimeter Calibration
Tracker alignment (~12min)
Magnet OT global calibration MUON alignment (~3h)
I I t I MUON RICH calibration
Cal-l brat-l ons (every 15 min) RICH 1&2 mirror alignment (~2h)

((~7min),{~12min),(~3h),(~2h)) - time needed for both data accumulation and running the task
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Bl Idea of Real-Time Analysis

=< Real-Time Analysis — efficient decision about data in the full online mode

= Keeping only a signal and suppress any unnecessary information about event

e HARDWARE
400 Gb/s EEEEI TRIGGER
60 Gb/s Real-time alignment L
and calibrations :
:
i
HLT2 FULL RECO :
'
o, Offline reconstruction and '
5.6 Gb/S SRR associated processing

30 % TURBO &

real-time analysis User analysis

Offline reconstruction and

0L
10 % CALIB associated processing .
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Bl Idea of Real-Time Analysis

=< Real-Time Analysis — efficient decision about data in the full online mode
= Keeping only a signal and suppress any unnecessary information about event

= Triggerless readout, full software trigger on 30 MHz (readout 40 MHz, around 40 Th/s)

LHC bunch crossing (30MHz)

40 Tb/s DETECTOR READOUT

PARTIAL RECONSTRUCTION (HLT1)

REAL-TIME ALIGNMENT &
1-2 Tb/s CALIBRATION

FULL RECONSTRUCTION (HLT2)

26% FULL Offline reconstruction and

80 Gb/s associated processing

68% TURBO &

real-time analysis User analysis

Offline reconstruction and

6% CALIB associated processing !
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B Run Il - HLT1

9
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Full charged particle track
reconstruction

Some inclusive selection

- 1-Track trigger based on
individual displaced tracks

- 2-Track trigger based on
secondary vertices

Different kinematic thresholds for
each configuration

Reduction of event rate
approximately by factor 30

Simplified Kalman filtering in
VELO stage

- Rate (!_MHZ)
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Real-time analysis with LHCb
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B Run Il - HLT2

=2 Fully aligned and calibrated detector on this stage
= HLT2 should achieve offline-quality track reconstruction
2 Main limit is a bandwidth - more than 500 specific lines expected
2 Extensive usage of MVA-based lines is expected
2 0Ongoing studies on general tracks from B and D decays (arXiv: 1903.01360)
= With full reconstruction on HLT2 stage, offline CPU can be used for another
purposes
N o b b ] :
T PFLHCE T — - TR | S S =
o -~F Simulation: " : ] T P
g : . D:—) K+ K: ﬂ:;, ] (%) .................................................................................................. .,__
. D> K'K ] ' .
1S - DI KUK o gty 7 2 0.6 [ g o =
] = y
10:_ ................................................................................................................... -1 aAbd e D' KK T i N
5“ """"""""""""" E 0.2[tSimulation - —— B"ZET&? - —
00 200 400 600 '8_(‘)0: 1000 0300700500800 7000
Bandwidth Limit [MB/s] Bandwidth Limit [MB/s]
LHCb-PUB-2017-006
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A way to 30 MHz ...
(2017 - 2018)
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. Data Preparation

=~ Data must be prepared for algorithms

- Very CPU intensive - up to 50 % of data processing time

2 Need of fast and optimized code

- Trade-off between efficiency and speed? How much efficiency we can lose?

Tight reconstruction [with IP cut]

Velo tracking

PV finding

Velo Clustering
Prepare Sci-Fi
Prepare UT
Fetch Data
Velo-UT tracking

LHCb Preliminary Simulation
Parameterized Kalman

Track reconstruction

Forward Tracking

Other

Data Preparation

0 5 10 15 20 25
Timing fraction within the HLT1 sequence [%]
LHCb-TDR-017
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. Data Occupancy effect

< Events with higher occupancy take longer to process - possibly critical effect

2 However, such an events typically are not representative of signal topologies

2 Most of algorithms scale linearly, issue with forward tracking

UT + SciFi Occupancy
Forward-HLT1

Velo tracking

PV reconstruction

LHCb Simulation
Preliminary

[as]

Velo-UT tracking
Velo clustering
Prepare UT
Prepare SciFi

a & & & & @& @

Global Event Cut
applied here

— ——————
-—_—:r'fr'__':'—'_:-i_: _:f_- __ _
_— -

Timing algorithms [tight pr, no PV displacement] [ ms / evt / core ]

0 2500 5000 7500 10000 12500 15000 17500 20000
# SciFi + UT Clusters
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B Multi-thread HLT1 sequence

2 Run Il HLT1 framework is a single-thread algorithm

= Porting to multi-thread architecture: 20 % gain just from more threads
Max HLT1 tracking sequence throughput for 20 threads, 2 jobs = 12400.3 evt/s/node

12000
10000
(]
T 8000
c
P
£ 6000 LHCb Simulation
b Preliminary
4000 —»— Multi processes e 8 thr/process
—— best hive perf e 12 thr/process
\\" MT gain e 16 thr/process
2000 e 2 thr/process e 20 thr/process
e 4 thr/process e 24 thr/process
e 6 thr/process e 32 thr/process
0 10 20 30 40 50 60
Nb threads/process X Nb processes LHCbh-TDR-017
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T

A possible nhon-x86 approach to
HLT1?
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. Accelerators - GPU

2 HLT1 is by definition a parallel system with huge computation load
= Each raw event is relatively small (~ 100 kB)
2 Highly parallel computation - a perfect match with modern GPU
2 Usage of GPUs in HLT1 - The Allen project ( )
Baseline DAQ GPU-enhanced DAQ
( pp collisions J ( pp collisions )
40 Thit/s ¢ 40 Tbitfs¢
(50 somvers (v bulding ) 1 aamers (_°7°" P59 )

Gonw | & J

( O(1000) x86 servers
—T— =)
Y s 2
O(1000) x86 servers
[ buffer on disk ] — TR
calibration and alignment uiler on dis
* 4 [ calibration and alignment
( HLT2 ) ( X
L J \ )
80 Ghit/s ¢ 80 Ghit/s ¢

( storage J ( storage J
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https://gitlab.cern.ch/lhcb/Allen

. Accelerators - GPU

2 Usage of GPUs in HLT1 — The Allen project ( )
=2 Possible solution for Run Il LHCb-FIGURE-2019-009
— — T 7 T T T T —r 3
= B T < — =k —§—1+ - E.u
2 ) ; —— ] @A % E — 1 3
Qﬁq—j : : 5 [ —— LHCb simulation i %
i ] L . T GPU R&D d =
8 o6k ; 3% 08F : : §
- : Muon ID efficiency : L L P resolution 1 =<
S } 1 g 0.6 1 €
= 041 p distribution . 2 04 L p distribution ] >
__ LHCDb simulation __ E E
0.2 - GPU R&D - 02F ]
0 i : ) . . | L 1xa0? oL - 1 PR I B ><103
0 50 100 0 20 40 60 80 100
p [MeV] p [MeV/c]
? 1 __ Mﬁﬁ;—"’: —_ ; 3, 1 F T T — 1 7 g
Q B .t E efficiency . % 5 0.9F  —— 2-Track, Parameterized - - - - 2-Track, Simple 3
Q B .~ 7] o - = . . =
E 0.8 [ multiplicity distribution ] § :‘_‘: 0.8 E_ — 1-Track, Parameterized - === 1-Track, S]mp]e—E
bt : . : L‘q: L.LT_J‘ 07 ;_ LHCb simulation _;
0'6 __ LHCD simulation __ 8 06 ;_ GPU R&D —rmmmm "-___--------_;
B GPU R&D ] 2 0.5F At E
[ 1€ - = E
0.4 — o 2 04 =
- . 03F =
02F . 02F [ T
- . 0.1F
0 1 . . L 1 il 0 . P B R R
0 20 .40 0 500 1000 1500 2000
track multiplicity of MC PV Rate [kHz]
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https://gitlab.cern.ch/lhcb/Allen

30 MHz era
(2019 onwards)
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B HLT1 on 30 MHz

Reference system: Intel Xeon E5-2630

Nominal upgrade data taking conditions,

b v J

HLT1 throughput evolution between the autumn of 2018 and summer of 2019

automatic nightly test of throughput

We are in the process of testing the new AMD EPYC architecture and see a

major price/performance improvement, precise numbers to be confirmed in

the next months

LHCb Upgrade simulation

(VY]
un
1

Scalar event model, maximal SciFi reconstruction

N
I
= - .
~ 2 Scalar event model, fast SciFi reconstruction e
& " with tighter track tolerance criteria
T3 Scalar event model, vectorizable SciFi reconstruction
g € 25 qwith entirely reworked algorithm logic
o . .
o9 Fully SIMD-POD friendly event model, vectorizable
v § 50 SciFi and vectorized vertex detector and PV Y e
g_ o reconstruction, I/O improvements
L
ol e
%o 15 4 Rt
03 o w
8™ 10+
gD  |e— e .
=
-~ E 5 -
5 S
> 0
weo
VESI? Y W B DOV PISIIT S VRS
SIS o N VS SEIIIITS  SESESS SO ST
ST SR ST S
VWY NV N AN VVVVVVNY VWAV VY VY
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. HLT2 throughput

= Status of the HLT 2 reconstruction throughput as on 2019/09/01
- Reference system: Intel Xeon E5-2630
2 Nominal upgrade data taking conditions, automatic nightly test of throughput
2 Based on simulated minimum bias sample passing HLT1 selection
LHCb Upgrade simulation Throughput rate 90 kHz
Muon Fast tracking
0.8% 5.9%
Calorimeter Forward tracking
25.5% 8.0%
Seed tracking
11.0%
RICH Downst
9 49, owns rea;rn
Ghost prob. 8.6%
0.4%
Match tracking / Track fitting
0.8% — 29.7%
LHCb-FIGURE-2019-004
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Bl Data challenges

Most of the data will be using Turbo lines, mistake in any part of data

The Upgrade framework must be thoroughly tested as whole

Testing is an iterative procedure closely following progress of the RTA project

Tracking efficiencies using the first estimates of misalignment values for

VELO, SciFi and combination of both, without running alignment

>
processing can be fatal
>
>
and Upgrade itself

>
> 1.6 ;T
= - —+ No misalignment LHCb Upgrade simulation _
.g 1.4 = —3— SciFi misaligned =
= - —I— VELO misaligned ]
ml2F -
1.0 -
— Mﬁ -+
0.8F IR SRR SRS S e
0.6 F —
0.4 =
02 —
will IV EPEET IS BRI IR IR BT PPN BT B
0.0 0 05 1 .5 2 25 3 35 4 45 5
p_[GeV/c]
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_I T L T 1 T I. L .l 1 1 T I 1 I T L T I 1 T L] I 1 1 T I T T 1 l L] I_
 —+ No misalignment LHCb Upgrade simulation .
— —+— SciFi misaligned =]
- —— VELO misaligned e
== == s =yt ]
- e
:I Il I 'l I Il I I Il I Il 'l I Il I Il I 'l I:
0 2 4 6 8 10 12 14 16
nPV
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Bl RTA and CepC

Possibility of using Turbo-like and RTA approach in CepC experiments?

CepC: cleaner environment and smaller event size

Expected total raw date rate ~ 2 TB/s on 100 kHz L1 trigger (CepC TDR)

b v J

RTA and Turbo-like system could save computing resources and improve
versatility of detectors

LHCb (RUN 11I) CepC (TDR)

LHC bunch crossing (30MHz) Readout Elec.
40 Tb/s l DETECTOR READOUT

Data to ROS buffer
PARTIAL RECONSTRUCTION (HLT1) Skl

Software Data Flow

Read out
ROS ready

Read Qut Systems
Release Buffer
b | | |Tu £8,
REAL-TIME ALIGNMENT & E\_reljlt
1 -2 Tb/S CALIBRATION = Event Building Building

: Manager CTED Event Builders
|
: End of EB —'—‘
i 1!

Offline reconstruction and ' T T —
80 Gb/s associated processing : Event Filter (Farm)

68% TURBO & !

(9 ]

real-time analysis User analysis H |

1

1

]

Offline reconstruction and
associated processing H Storage Data Flow Event Storages

6% CALIB

IHEP-CEPC-DR-2018-02
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. Conclusion %

< LHCb detector finished two successful periods of data taking

= During the current long shutdown LHCb detector is going through a
large-scale upgrade of both hardware and software part of detector

=2 5x higher luminosity during Run Il
=2 Run | utilized a ‘HEP-standard’ trigger strategy

=2 Run Il shown a need for faster trigger system and usefulness of a
online data reconstruction

2 RTA is a novel approach for hadron collider experiments enabling
significant increase of the recorded data

2 CepC aims to be state-of-the-art Higgs factory

2 RTA approach can help utilize a full potential of this new accelerator
and detectors

2019/11/19 Real-time analysis with LHCb 29 /30



T

Thank you for your attention
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T

Planned LHCb upgrades
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J LHCb upgrade Phase Il (Run v%

New muon chambers
Side View Tungsten

M3 :
M4
Magnet & Neu‘ﬁgAL M3 .
Magnet Stations Scifi TORCH Shielding M2 \
 &Silicon RICHZ \
Tracker 1B nr\"
= I.T - --::r__ lll'lt\~l|| \
—L
\ %
B AN

Phase-Il Upgrade
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B Real-Time Analysis at Run V %

=< Real-Time Analysis — efficient decision about data in the full online mode

2 RunV —HL-LHC

LHC bunch crossing (30MHz)

500 Tb/s DETECTOR READOUT

HLT1 PARTIAL RECO
?? Tb/s Real-time alignment .
and calibrations :
:
|
HLT2 FULL RECO :
|
5% FULL Offline reconstruction and '

400 Gb/s ? r— associated processing
85% TURBO & .

real-time analysis User analysis

Offline reconstruction and
10% CALIB

associated processing
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J LHCb upgrade Phase Il (Run v%

Topics and observables
EW Penguins
Global tests in many b — sptp™ modes e.g. 440k B" — K*ptp~ & T0k AY — Aptp~;  Phase-Il ECAL required for
with full set of precision observables; Phase-IT b — dptp~ =~ Run-1 b — sutp— lepton universality tests.
lepton universality tests; b — diTl™ studies sensitivity.

Experimental reach Remarks

Photon polarisation
A% in B} = ¢7; B" = K*e'te™;
baryonic modes

b — ¢l 7 lepton-universality tests

Polarisation studies with B — D"~ u;
7 /p~ ratios with BY, A) and B, modes

BE} B sputu—

R=B(B"— utu ) /B(BY = ptu):

TR0yt~ CF asymmetry
LFV 7t decays

T = pt T T = htp T,
T — g

CKM tests

v with B~ —+ DK—, B! - DY K~ etc.

¢s with BY = J/WK+TK—, J/yntn~
%% with BY — ¢

ﬁrd,frd

~ . . . i s
Semileptonic asymmetries a

Vil /|Vip| with AY, BY and B} modes

Charm

C'P-violation studies with DY — hth—.
DY - KYta~ and D" — K¥nbnta—

Strange
Rare decay searches

Uncertainty on 4% = 0.02;

~ 10k AE — Ay, Sy = By, =y

e.g. SMB — Dt ve, 77 = pu vy
& ~ 100k 7= = o~ rte~ (7,

Uncertainty on R = 20%
Uncertainty on TBOptp— ™ 0.03 ps

Sensitive to 7~ —= ptu~p~ at 1077

Uncertainty on ~ = 0.4°
Uncertainty on ¢, & 3mrad
Uncertainty on ¢*** ~ 8 mrad
Uncertainty on AT'y/T'y ~ 1073
Uncertainties on n._fl"“ ~ 1071

e.q. 120k Bf — D'y,

e.g. 4x 10" DY - KYK—;
Uncertainty on Ap ~ 107°

Sensitive to K — utpu~ at 10712

Strongly dependent on
performance of ECAL.

Additional sensitivity expected
from low-p tracking.

Phase-II ECAL valuable
for background suppression.

Additional sensitivity expected
in CP observables from Phase-II
ECAL and low-p tracking.
Approach SM value.

Approach SM value for nfl
Significant gains achievable from
thinning or removing RF-foil.

Access CF violation at SM values.

Additional sensitivity possible with
downstream trigger enhancements.
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B LHC timeline

LHC roadmap: according to MTP 2016-2020 V1

I Physics

- Shutdown

Beam commissioning

LS2 starting in 2019
LS3 LHC: starting in 2024
Injectors: in 2025

=> 24 months + 3 months BC
=> 30 months + 3 months BC

=> 13 months + 3 months BC I Technioa!stop

2015 2016 2017 2018 2019 2020 2021
Q1!Q2i@3!Q4|Q1iQ2!Q31Q4|Q1!Q2|Q3i04|Q1]02iQ3!04|Q1/Q2!Q3!Q4|Q1!Q21Q31Q4|Q1!Q2i23 /N4,
LHC
Injectors Run 2 LS 2
o PHASE 1
2022 2023 2024 2025 2026 2027 2028
Q1iQ2i03|a4|a1ie2|a3|a4|Q1{Q2[@3]04|Q1]|Q2]Q3{Q4|Q1 [@2[Q3]Q4|Q1 02{03 Q4|Q1[Q2 Q3 |Q4
e Run 3 1S3 gu B
Injectors .
® I o—— PHASE 2
2029 2030 2031 2032 2033 2034 2035
Q1iC2i23,04|Q1{Q2{03/Q4|Q1{Q2|Q3{04|Q1]Q2{Q3{Q4|Q1 |@2!G:3{Q4|Q1{Q2{Q3|Q4|Q1{Q2{Q3 Q4
e LS 4 I
Injectors

. >
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Bl Amount of data in HEP %

LHCb ATLAS/CMS Belle II
Today e S o
2021 . . :
2027 .. -
2032 ®
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. Type of track in the LHCb %

Upstream track

TT T2 T3
uT
VELO — " Long track
Il
VELO track Downstream track
|

\) T track
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. Structure of RTA project

- Subdetector-like organization
= 36 institutes, around 50 FTE (>100 people involved)

2 A long term project also in charge of maintenance after deployment

..................................................................................... Freesss s s s ===
(]

. Connection : Coordination .  Institutional:

: : IB chair : : Board .
PWGs attaché.e PL & Deputy/ies :

Computing : Work package
: attaché.e Lo coordinators

PL & Deputy/ies
(ex-officio)

; Institute
WP6 B representatives

Accelerators [N

WPI1
Data Structures

WP3
Selections

Simulation
attaché.e

WP2
Reconstruction

WP4
Align & Calib

4 Online attaché.e [

Upgrade 2 e aa
attaché.e HE Implementation

WP deliverable
responsibles

Release shifters

Voluntary developers and

PWG line authors
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