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• What is all the fuss with active targets? 

• Since the last decade, a large number of active target projects have emerged in 
the field of low energy nuclear physics 

• This emergence is mainly driven by two factors 

• The availability of low energy radioactive beams with good emittance 

• Significant advances in detector and data acquisition technologies
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• What is all the fuss with active targets? 

• Since the last decade, a large number of active target projects have emerged in 
the field of low energy nuclear physics 

• This emergence is mainly driven by two factors 

• The availability of low energy radioactive beams with good emittance 

• Significant advances in detector and data acquisition technologies

• Scientific progress and technological advances go hand in hand 

• Scientific ideas drive technology advances, but new ones spring from their 
realization

!3



D. Bazin, NUSYS 2019 , 12-18 August, Lanzhou, China

D R I V E R S  O F  A C T I V E  TA R G E T  D E V E L O P M E N T

!4



D. Bazin, NUSYS 2019 , 12-18 August, Lanzhou, China

D R I V E R S  O F  A C T I V E  TA R G E T  D E V E L O P M E N T

• Three main factors

!4



D. Bazin, NUSYS 2019 , 12-18 August, Lanzhou, China

D R I V E R S  O F  A C T I V E  TA R G E T  D E V E L O P M E N T

• Three main factors

• Inverse kinematics: the use of secondary beams implies the change from direct 
kinematics to inverse kinematics  

!4



D. Bazin, NUSYS 2019 , 12-18 August, Lanzhou, China

D R I V E R S  O F  A C T I V E  TA R G E T  D E V E L O P M E N T

• Three main factors

• Inverse kinematics: the use of secondary beams implies the change from direct 
kinematics to inverse kinematics  

• Low recoil energies: in inverse kinematics the recoil particles have very low 
energies in peripheral reactions such as (d,p) and (α,α’)  

!4



D. Bazin, NUSYS 2019 , 12-18 August, Lanzhou, China

D R I V E R S  O F  A C T I V E  TA R G E T  D E V E L O P M E N T

• Three main factors

• Inverse kinematics: the use of secondary beams implies the change from direct 
kinematics to inverse kinematics  

• Low recoil energies: in inverse kinematics the recoil particles have very low 
energies in peripheral reactions such as (d,p) and (α,α’)  

• Thick targets and large solid angle: to compensate the limited intensity of 
secondary beam, thick targets and high detection efficiency without loss of 
resolution are needed 
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A C T I V E  TA R G E T:  T H E  B I G  I D E A

• Device that is at the same time a target and 
a detector 

• Passive target 

• No knowledge of where the reaction took place 

• Particles can only be detected if they escape 
the target material 

• Active target 

• Reaction vertex location can be determined 

• Particles are detected within the target material

Passive target

Active target
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D I R E C T  K I N E M AT I C S :  E N E R G E T I C S

• Study nuclei of target material 

• Beam of light nuclei (p, d, t, 3He, 4He) 

• Target of heavier nuclei under study 

• Example: proton elastic scattering at 10 
MeV on 40Ca 

• Energy of outgoing proton almost constant 

• Easily escapes the target at almost all angles 

• 40Ca has very low recoil energy and is stuck 
inside target
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I N V E R S E  K I N E M AT I C S :  E N E R G E T I C S

• Beam and target roles are reversed 

• Beam now carries most of the center 
of mass motion 

• 40Ca deflection angle very small 

• Kinematics properties of reaction can 
only be extracted from proton 

• Energies drastically different 

• Proton energy varies from 0 to 40 MeV 

• Maximum cross section region is cut 
off (close to 90° in lab)
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• Use volume of gas as target material AND detector medium 

• Gas-based tracking detectors already exist: Time Projection Chambers 

• No need for particles to escape target in order to be detected 

• Reaction vertex measurement: no resolution loss due to unknown reaction site
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A C T I V E  TA R G E T S  T O  T H E  R E S C U E !

• Use volume of gas as target material AND detector medium 

• Gas-based tracking detectors already exist: Time Projection Chambers 

• No need for particles to escape target in order to be detected 

• Reaction vertex measurement: no resolution loss due to unknown reaction site

• Increase target thickness while retaining resolutions of a thin target 

• Necessary to reduce luminosity loss due to small radioactive beam intensities 

• Allow measurement of excitation functions using vertex energy 

• Large solid angle coverage close to 4π
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P H Y S I C S  T H E M E S  L I S T  ( N O N  E X H A U S T I V E )

• Resonant scattering: cluster structure and analog resonances 

• Excitation functions of reactions of astrophysical importance 

• Fusion cross sections and fission barrier studies 

• Transfer reactions: single particle structure of nuclei far from stability 

• Giant resonance excitations via inelastic scattering 

• Gamov-Teller strength in exotic nuclei via charge-exchange reactions 

• Exotic and rare decays
!9
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P R O T O N  R E S O N A N T  S C AT T E R I N G

• Proton scattering around the Coulomb barrier populate T< 
and T> states (resonances) of compound nucleus 

• 47Ar bound states have similar WF as analog T> states in 47K

p

46Ar

Tz = –1/2

Tz = 10/2

T> = 11/2 
(47K* analog of 47Ar)

T< = 9/2 (47K)

n
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R E S O N A N T  A L P H A  S C AT T E R I N G

• Populate α-cluster states in compound 
nucleus 

• Several calculations predict α 
condensation in high level states 

• Famous example is the 3-α 0+ state in 12C 
(Hoyle state) 

• Neutron-rich nuclei may exhibit similar 
molecular structure 

• States can be populated in resonant α 
scattering (6He+4He: 10Be, 10Be+4He: 14C 
for instance)

6THE TRIPLE-ALPHA PROCESS ! MOVIE

c�ANU

• the 8Be nucleus is instable, long lifetime ! 3 alphas must meet

• the Hoyle state sits just above the continuum threshold
! most of the excited carbon nuclei decay

(about 4 out of 10000 decays produce stable carbon)

• carbon is further turned into oxygen but w/o a resonant condition

)a triple wonder !

– Ulf-G. Meißner, The Hoyle state and the fate of carbon-based life – NC State, August 2013 · � C < ^ O > B •

TADAHIRO SUHARA AND YOSHIKO KANADA-EN’YO PHYSICAL REVIEW C 82 , 044301 (2010)

FIG. 2. Energy surfaces of 14C on the β-γ plane. The top
panel shows the energy for the negative-parity states before the
total-angular-momentum projection and the bottom panel shows that
for the 3− states after the total-angular-momentum projection.

respectively. The minimum point of the negative-parity energy
surface is at (β cos γ ,β sin γ ) = (0.08, 0.04), and that of
the 3− energy surface is at (β cos γ ,β sin γ ) = (0.20, 0.09).
Again, the deformation of the energy minimum state changes
from an almost spherical shape to a triaxial one before and
after the total-angular momentum projection. In the largely
deformed prolate region, the behavior of the energy surface
for the negative-parity states is different from that of the
positive-parity states. Along the γ = 0◦ line, the energy rapidly
increases and there is no flat region in the negative-parity
surface. Even after the total-angular-momentum projection,
no flat region is found around the largely deformed prolate
region, as seen in the 3− energy surface.

B. Structures on the β-γ plane

In this section, we describe intrinsic structures obtained by
the β-γ constraint AMD.

We analyze the spatial configurations of the Gaussian cen-
ters {Z1, Z2, . . . , ZA} and the distributions of proton density
ρp and neutron density ρn of each intrinsic wave function
|$(β, γ )⟩. We also investigate the neutron-proton density
difference ρn − ρp to observe excess neutron behaviors. To
demonstrate density distributions, we show the density ρ̃
integrated along the y axis as

ρ̃(x, z) ≡
∫

dyρ(r), (20)

ρ(r) ≡ ⟨$(β, γ )|
∑

i

δ(r − r̂ i)|$(β, γ )⟩. (21)

First, we discuss the intrinsic structures of positive-parity
states of 14C. The density distributions of the intrinsic wave

ρ̃p ρ̃n ρ̃n − ρ̃p [1/fm2]

(a)

(b)

(c)

(d)

(e)

(f)

FIG. 3. (Color online) Density distributions of the intrinsic
wave functions for the positive-parity states of 14C. The proton
density ρ̃p , neutron density ρ̃n, and difference between the neutron
and proton densities ρ̃n − ρ̃p are illustrated in the left, middle,
and right columns, respectively. The density distributions of the
intrinsic wave functions at (a) (β cos γ , β sin γ ) = (0.00, 0.00),
(b) (β cos γ , β sin γ ) = (0.23, 0.04), (c) (β cos γ , β sin γ ) =
(0.45, 0.17), (d) (β cos γ , β sin γ ) = (0.25, 0.35), (e)
(β cos γ ,β sin γ ) = (0.78, 0.22), and (f) (β cos γ , β sin γ ) =
(0.93, 0.04) on the β-γ plane are shown. The size of the box is
10 × 10 fm2.

functions for positive-parity states are illustrated in Fig. 3.
The energy minimum state at (β cos γ ,β sin γ ) = (0.00, 0.00)
in the positive-parity energy surface shows almost spherical
density distributions as seen in Fig. 3(a). In this wave function,
the centers of the single-particle Gaussian wave packets gather
near the origin. That is, this state has no spatially developed
cluster structure and it is almost equivalent to the shell-model
state with the p3/2-subshell closed-proton configuration and
the p-shell closed-neutron configuration. The density distribu-
tion for the minimum point (β cos γ ,β sin γ ) = (0.23, 0.04)
in the 0+ energy surface is shown in Fig. 3(b). This wave
function is found to be the dominant component of the ground
state obtained by the GCM calculation, as is shown later.
In this state, an α-cluster core somewhat develops compared
with the state [Fig. 3(a)] for the energy minimum before the
total-angular-momentum projection. However, single-particle

044301-4

Figure 3.3: Density distributions of the intrinsic wave functions for the positive-parity states
of 14C. The proton density ρ̃p , neutron density ρ̃n , and difference between the neutron and
proton densities ρ̃n − ρ̃p are illustrated in the left, middle, and right columns, respectively.
The density distributions of the intrinsic wave functions at (a) (β cos γ, β sin γ) = (0.00, 0.00),
(b) (β cos γ, β sin γ) = (0.23, 0.04), (c) (β cos γ, β sin γ) = (0.45, 0.17), (d) (β cos γ, β sin γ) =
(0.25, 0.35), (e) (β cos γ, β sin γ) = (0.78, 0.22), and (f) (β cos γ, β sin γ) = (0.93, 0.04) on the
β − γ plane are shown. The size of the box is 10× 10 fm2. Figure from Ref. [13].
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T. Suhara and Y. Kanada-En’yo.  
Cluster structures of excited states in 14C.  

Phys. Rev. C, 82:044301, 2010 
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R E A C T I O N S  AT  H I G H  E N E R G Y

• Charge-exchange reactions 

• Probe the spin-isospin response of 
nuclei (measure Gamow-Teller strength) 

• Can reach strength at higher energy 
than ß+ and ß- decay 

• Extensively used in direct kinematics (ex: 
(p,n), (d,2He), (3He,t), (t,3He),…) 

• Much more challenging on radioactive 
nuclei in inverse kinematics 

• Example: 14O(d,2He) at 115 MeV/u, 
energy of protons is very low

 
 

 
Fig. 3. Kinematics for the 14O(d,2He) reaction in inverse kinematics at 115 MeV/u. The dotted colored lines 
indicate the excitation energy of 14N, in steps of 5 MeV. The brown lines indicate center-of-mass scattering 
angles (2o and 5o).  
 
 
 
 
 

 
 

Fig. 4. Cartoon of the (d, 2He) charge-exchange reaction in inverse kinematics. The input channel corresponds to 
an incident beam of unstable nuclei impinging on a deuterium target. In the exit channel, the unbound 2He system 
decays into two protons with a relative energy εpp 
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C H A L L E N G E S  O F  A C T I V E  TA R G E T S

• Beam-related issues 

• Large amount of primary electrons from beam tracks 

• Space charge effects can create “dead region” in beam track region 

• Large amount of charge deposited on electron multipliers can create saturation effects 

• Time structure of radioactive beam 

• Low duty factor beam structure are commonplace when using charge breeder systems 

• TPCs are inherently slow detectors and easily subject to pile-up

!13
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C H A L L E N G E S  O F  A C T I V E  TA R G E T S

• Trigger generation: how to select “interesting” events only 

• Because of its nature, an active target “sees” all types of events 

• Most likely event: beam slowing down in gas without making nuclear reaction 

• Next to most likely: elastic scattering of beam on gas nuclei
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C H A L L E N G E S  O F  A C T I V E  TA R G E T S

• Trigger generation: how to select “interesting” events only 

• Because of its nature, an active target “sees” all types of events 

• Most likely event: beam slowing down in gas without making nuclear reaction 

• Next to most likely: elastic scattering of beam on gas nuclei

• Possible solutions 

• Use of ancillary (external) detectors to generate trigger 

• Requires particles to escape gas volume 

• Generate “internal” trigger from geometry of tracks themselves 

• Requires special electronics with constant monitoring of signals
!14
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T I M E  P R O J E C T I O N  C H A M B E R S

• Charged particles traveling through 
matter ionize atoms or molecules 

• Primary electrons released from 
ionization are guided to a sensor via 
an electric field 

• Electrons arriving at the sensor 
anode are multiplied locally to 
produce a signal 

• The signals are recorded in both 
amplitude and time by digital 
electronics

CHAPTER 2

THE ACTIVE-TARGET TIME PROJECTION CHAMBER

As mentioned previously in Section 1.2.4, one of the goals of the experiment described in this document

was the commissioning of the Active-Target Time Projection Chamber (AT-TPC), a new detector that was

designed to measure reactions involving low-energy radioactive beams. This chapter begins with a brief

background on time projection chambers, while the remaining sections are devoted to a description of

the AT-TPC and the equipment used to instrument it during the experiment.

2.1 Background

2.1.1 Time projection chambers

The time projection chamber (TPC) is a type of gas-filled charged particle detector originally invented

by Nygren [42] in the 1970s. A TPC consists of a gas-filled vessel equipped with an anode and a cathode

capable of producing a moderate electric field. When a charged particle passes through the gas-filled

volume, it ionizes some of the atoms that compose the gas, leaving behind a trail of free electrons. The

electric field pushes these electrons toward the anode of the chamber, which is typically equipped with

some sort of position-sensitive amplification and readout device to count the number of electrons that

strike it. This process is illustrated in Fig. 2.1.

The position-sensitive readout plane gives two-dimensional information about the track; the third

E

Anode Cathode
Particle track

Figure 2.1: Principle of operation of a TPC. A uniform electric field is created between the anode and the
cathode. This field transports the ionization electrons produced by a charged particle towards the anode,
where they are amplified and collected.

19

Drift time along the electric field 
𝐄 directly proportional to 

distance to Anode

!15



D. Bazin, NUSYS 2019 , 12-18 August, Lanzhou, China

D R I F T  V E L O C I T Y

• Propagation of electrons 

• Follow Langevin’s equation 

• τ=mvD/eE is the mean time between 
collisions 

• ω=eB/m is the cyclotron frequency 

• µ=eτ/m is the electron mobility 

• Electrons have a constant velocity 

• Essential to TPC concept

vd and the ADC clock frequency ∫:

z = vd z0

∫
. (3.5)

The calibration is more complex when the magnetic field is nonzero and the detector is tilted. In this

case, the electric and magnetic fields are neither parallel nor perpendicular, so the Lorentz force experi-

enced by the drifting electrons will have components in the transverse x and y directions in addition to

the primary z component. This causes the electrons’ trajectories to be deflected in the x and y directions,

which means that all three coordinates need to be calibrated. This can be done by using a vectorial drift

velocity instead of the scalar one used above.

Following the derivation presented by Lohse and Witzeling [32], the motion of an electron with mass

m and charge e can be modeled with a Langevin equation of the form

m
dv
d t

= e(E+v£B)° m
ø

v, (3.6)

where E and B are the electric and magnetic field vectors, v is the electron’s velocity, and ø is the mean

time between collisions. This equation admits a steady-state solution

vD = µE
1+!2ø2

£
Ê+!ø

°
Ê£ B̂

¢
+!2ø2 °

Ê · B̂
¢

B̂
§

. (3.7)

Here, vD is the drift velocity vector, ! = eB/m is the cyclotron frequency, ø = mvD /eE is the mean time

between collisions, and µ = eø/m is the electron mobility in the gas. In the detector coordinate system

(x̂, ŷ , ẑ) shown in Fig. 3.2a, the electric and magnetic fields are

E = E ẑ

B = B
£
sin(µt )ŷ +cos(µt )ẑ

§

for a tilt angle µt , so Eq. (3.7) can be simplified to yield the following components:

vx = µE
1+!2ø2 (!øsinµt ) (3.8)

vy =
µE

1+!2ø2

°
!2ø2 sinµt cosµt

¢
(3.9)

vz =
µE

1+!2ø2

°
1+!2ø2 cos2µt

¢
. (3.10)
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B = B
£
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T H E  AT- T P C  AT  N S C L

• Cylindrical volume 

• 250 liters (1 m long by 
55 cm wide) 

• Oriented on beam axis 

• Electrons produced in 
gas drift towards 
sensor plane parallel to 
beam direction 

• Surrounding volume 
filled with insulator gas 
such as N2

Field cage

Sensor Plane 
& Micromegas

Cathode

Beam duct

High-voltage
feedthrough

Beam
entrance

AsAd boards
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E L E C T R O N  M U LT I P L I C AT I O N

• Avalanche process 

• At high electric field, electron velocity large 
enough to ionize other atoms/molecules 

• Gain depends on multiplication distance 
and mean free path of electrons 

• Sparking limit 

• Photons produced in avalanche can trigger 
secondary ionization 

• This runaway process can lead to formation 
of streamers that become conductive

Figure 2.1: Illustration of one single avalanche.

with d being the length of the multiplication zone. At high reduced electric field strength,

the first Townsend coe�cient depends mainly on the mean free path of the electrons [6]. In

this case, the energy gained between two collisions is higher than the ionization energy and

the multiplication can be assumed as inversely proportional to the electrons mean free path

(�) ↵ = 1
� [6], since each collision leads to multiplication.

For low reduced electric field strength (smaller 20 Volt/torr/cm) the first Townsend coe�-

cient is proportional to the electric field [7].

2.1.1.1 Long term gain stability

The long term gain stability of THGEM or GEM based electron multipliers is mainly related

to radiation-induced charging up of the isolator (e.g., FR4) and variation of the gas compo-

sition due to outgassing of components, water vapor and residual gases [8]. The variation of

the gain due to these e↵ects is related to the gas pressure and the field strength within the

holes [9].

Charging up of the isolator substrate causes a decrease in the electric field strength and

therefore decreases the gain. The hole geometry and the hole diameter have a great influence

on this e↵ect. It typically occurs on a much shorter timescale (under one hour) compared

to the change of the gas mixture. To achieve a stable operation of the THGEM, it should

4

G = eαd

Figure 2.3: Illustration of the formation of streamers and the resulting area of ionized gas
(left to right). Inspired by Ref. [13]

2.2 Hole-type detector structures

A schematical drawing of two cascade THGEMs is shown in Fig. 2.4. THGEMs consist of

two copper electrodes and a core material (i.e. FR-4, Kapton, Kevlar). Holes are drilled

mechanically through these layers, which are produced by multi-layer printed circuit board

(PCB) technology. The production process is finished o↵ by chemically etching a small rim

(100 µm) around the holes into both outer copper surfaces. Rims have the advantage of

reducing the probability of discharge due to mechanical defects and thus increase the gain

limit [14]. THGEMs are a lot more robust mechanically and easier to handle compared to

micromegas or traditional GEMs, due to their thickness of about 0.6mm.

Primary electrons are transferred to the THGEM setup by a drift field (Edrift). After

multiplication in the first THGEM with a voltage di↵erence of �V , they are transferred to

the second THGEM under the influence of a transfer field (Etrans). They are then extracted

from the second THGEM by the induction field (Eind). The influence of these fields on the

8
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M U LT I P L I C AT I O N  D E V I C E S :  M W P C

• Multi Wire Proportional Counter 

• Early days of TPCs 

• Nobel prize 2005 (R. Sharpak) 

• High electric field gradient close to wire 

• Signal read on pads and wires 

• Drawbacks 

• Not very robust mechanically 

• Aging issues from discharges on wire 

• Large ion back flow
Figure 9: View of the electric field lines and schematic representation of the operational
principle of a MWPC.

the pulses induced by the avalanches are recorded in addition to those from
the anode sense wires. Signals from the anode wires, arranged azimuthally
around the cylinder axis, provide the radial coordinate, while the pad signals
provide the avalanche coordinate along the sense wire. In most cases, the
choice for the filling gas of the MWPC, and of any other proportional counter,
is restricted by specific experimental requirements [14]. These include high
electron-drift velocity, low operational voltage, good proportionality, large
dynamic range, fast recovering after discharges, etc.

Typically, MWPCs are filled with gas mixtures that include a noble gas as
the principal component, and small admixture of a gas quencher. The noble
gases are a convenient choice as primary component because they do not react
chemically with the detector elements and supports, while they have a low at-
tachment coe�cient and low operational voltages. The quencher component
has the main function of reducing both photon- and ion-mediated secondary
e↵ects, leading to a substantial increase of the detector stability at high gain
operation. The quencher is generally a complex polyatomic molecule, like
organic compounds in the hydrocarbon and alcohol families (e.g. methane,
propane and ethylene) or inorganic compounds like freons, carbon dioxide
(CO2) or tetrafluoromethane (CF4). These gaseous molecules are character-
ized by non-radiative excited states (i.e. rotational or vibrational modes) that
allow absorption of the excess energy and prevent a low gas-gain transaction
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M U LT I P L I C AT I O N  D E V I C E S :  M I C R O M E G A S

• Thin mesh suspended above pads 

• Typical distance: ~100 µm 

• Mesh held via insulating pillars 

• Primary electrons go through mesh and 
create avalanche in the gap 

• Advantages 

• Anode pads are on a PCB (Printed Circuit 
Board) and can have any geometry 

• Large surfaces can be equipped 

• Very robust against sparking

Figure 2.4: Layout of the pad plane. The inset shows a closer view of one corner of the hexagonal in-
ner region. This region of half-scale pads provides finer resolution near the reaction vertex, which will
generally occur near the central axis of the detector.
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Figure 2.5: Principle of operation of a Micromegas. The electric field magnitudes shown are nominal: the
field in the region above the mesh may vary from roughly 103 V/m to 105 V/m.
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M U LT I P L I C AT I O N  D E V I C E S :  G E M S  A N D  T H G E M S

• Gas Electron Multipliers 

• Thin foils covered with Cu layers on both 
sides and drilled with many holes 

• Field gradient in holes large enough to 
trigger avalanches 

• Transmission device: multiplied electron 
emerge on opposite side from primaries 

• Thick GEM 

• Same idea but with PCB rather than foil 

• Much more robust electrically and 
mechanically

Figure 12: Gain curve as a function of the electric field established accross the Micromegas
gas gap for di↵erent Argon-based gas mixtures - graphs taken from [94].

Figure 13: Typical geometry of the electric field lines near a GEM hole and schematic
representation of the GEM operational mechanism.

30

Figure 14: Single GEM e↵ective gain as a function of voltage in ArCO2 mixtures at
atmospheric pressure (left) and spectrum of 5.9 keV measured with a single GEM (right);
the relative energy resolution is 17% FWHM.

of the avalanche within the holes, provide an e↵ective reduction of photo-
mediated secondary e↵ects. This allows stable operation of the THGEM in a
large assortment of gas mixtures, including pure elemental gases for pressures
ranging from 1 mbar to several bars [109]. Single electron gas gains above
105 in pure He and pure H2 have been recently demonstrated (figure 15) for
di↵erent detector configurations - single, double and triple cascade detectors
- and a large range of pressures (a few hundred torr up to 760 torr) [110, 111].

Within the broad family of the MPGD, the multi-layer THGEM (M-
THGEM) is one of the most recent developments [112]. Inspired by the multi-
cascade hole-type configuration, it consists of an assembly of two or three
conventional THGEMs (two-layers or three layers M-THGEMs), adhered on
top of one another without gas gap (figure 16). By applying a suitable voltage
di↵erence between the various electrodes, the dipole field strength reaches a
sharp maximum around the innermost volume of the holes. This results in a
strong confinement of the avalanche process and an e�cient screening of the
metallic electrodes from the avalanche photons. This leads to an even more
e↵ective photon-feedback reduction and an increased stability for elemental
gases without quencher.

The possibility to operate the detector in pure elemental gases, such as H2,
D2, He etc., as well as other relevant gas mixtures is an extremely important
requirement for TPCs operated in active target mode. This is vital both in
terms of optimizing the reaction yields, as well as of suppressing background

32
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T H E  N E X T  G E N E R AT I O N :  M U LT I - T H G E M S

• Combine several THGEMs 

• More robust mechanically 

• Use as chain of electron 
“preamplifiers” before final stage 
(usually Micromegas) 

• Electric field gradient profile can be 
adjusted inside hole 

• Triple THGEM first used in the 
prototype AT-TPC

013303-2 Cortesi et al. Rev. Sci. Instrum. 88, 013303 (2017)

This work focuses on the development of a novel MPGD
structure, specifically designed to provide high-gain operation
at low pressure, including pure elemental gas, with the aim
of heavy-charged particle tracking for next-generation rare-
isotope experiments. The operational principle, main proper-
ties, and possible applications of this new MPGD structure
will be discussed.

II. THE MULTI-LAYER THICK GASEOUS
ELECTRON MULTIPLIER

Inspired by the multi-cascade Thick Gaseous Electron
Multiplier (THGEM) detector concept,23 in which each mul-
tiplier is an individual perforated Cu-coated foil separated
from the other elements by a small gap (typically a few
mm), the multi-layer THGEM (M-THGEM) is made of a sin-
gle, robust assembly comprising of several THGEM elements
stacked together. The M-THGEM is produced by multi-layer
printed-circuit-board (PCB) technique, consisting of mechan-
ical drilling of alternate layers of copper and core material
(i.e., FR-4, Kapton, Kevlar, ceramic etc.) laminated together.
As performed on the conventional THGEMs, the production
process terminates with chemical etching of a small rim (typ-
ically 100 µm) around the holes, on both outer copper-clad
surfaces. Larger rims on the top and bottom surfaces have the
advantages of reducing the probability of discharges due to
mechanical defects and higher gains,24 although rather large
gain fluctuations under irradiation, due to the charging up
of the insulating surface, have been reported in THGEM-
based detectors.25,26 The chemical etching also has the advan-
tage of polishing mechanical defects on the inner electrodes
(such as sharp edges, metal spikes, and other residual from
the production) that may cause sporadic discharges. Suitable
PCB vias provide access for the voltage bias of the inner
electrodes. The M-THGEM is a very robust multiplier ele-
ment which can cover very large areas (above 1 m2) without
the need of spacer frames, generally used with more frag-
ile structures to avoid deformations caused by electrostatic
forces.27

In this work, we have investigated the operation and per-
formance of M-THGEM with two- and three-insulator sub-
strates (FR-4). Each substrate has a thickness of 0.6 mm, for a
total M-THGEM thickness of 1.2 mm (two-layer) and 1.8 mm
(three-layer). The diameter and pitch of the holes are 0.5 mm

FIG. 2. Electric field maps and field lines of a two-layer M-THGEM in the
case of a symmetric (part (a)) and asymmetric bias (part (b)). In both cases
EDrift = ETrans = 0.5 kV/cm and �V = 300 V.

and 1 mm, respectively. Figure 1 shows a schematic drawing
of a two-layer (part (a)) and a three-layer (part (b)) M-THGEM
detector.

The operation principle of the M-THGEM is similar to
other holes-type gas multipliers: upon the application of a
suitable potential difference between the various electrodes,
a strong electric dipole field is established across the holes.
Electrons created in the gas volume (drift region), above the
M-THGEM, converge into the holes and are multiplied by
the gas avalanche processes; each hole acts as an independent
proportional counter. Examples of the field strength map for a
two-layer and a three-layer M-THGEM, using a symmetrical
potential difference applied between each stage, are illus-
trated in Figures 2(a) and 3(a). The field maps were generated
assuming a voltage of 300 V symmetrically applied to each
M-THGEM electrode, which represent a likely M-THGEM
operational condition in pure He at pressures around 200-
250 Torr, which is the pressure range of interest for AT-TPC
applications in low-energy nuclear physics experiments. The
field maps were computed by means of finite-element ANSII
Maxwell software,28 while electric field lines from the top of
the drift volume were calculated using the Garfield package
(ver. 9).29

The M-THGEM can be operated in a symmetric poten-
tial configuration, in which the same potential differences are
applied between the various layers, as well as in an asymmet-
ric configuration. In this latter arrangement, a slightly lower
potential difference is applied across the first multiplier stage

FIG. 1. Schematic drawing of a two-
layer (part (a)) and three-layer (part (b))
M-THGEM detector.

013303-3 Cortesi et al. Rev. Sci. Instrum. 88, 013303 (2017)

FIG. 3. Electric field map (part (a)) and
electric field strength along the hole axis
(part (b)) of a three-layer M-THGEM,
computed assuming EDrift = ETrans = 0.5
kV/cm and �V = 300 V.

so that it might act as an ion “collector”; this might result
in a reduction, though modest (see Section III B), of the
avalanche ion backflow. An example of the field map obtained
in the case of an asymmetric bias applied to the two-layer
M-THGEM is illustrated in Figure 2(b). The asymmetric
configuration applied to the two-layer M-THGEM provides
better localized confinement of the avalanche within the inner-
most/bottom region of the M-THGEM holes. In this condition,
the probability of feedback loops due to photon-mediated sec-
ondary effects, caused by the electroluminescence-induced
emission of photoelectrons from the top electrode of the M-
THGEM, is effectively reduced; this is particularly impor-
tant when the detector operates in pure elemental gas, with
no additional quenching component.12,18,20,22,30 As shown
in Figure 3, due to the strong electric field compacted
along the central multiplication stage, the three-layer M-
THGEM imparts an inherent true avalanche confinement
within the holes also with a symmetric potential configura-
tion, hence we consider the three-layer M-THGEM as an
intrinsically attractive solution for applications in pure ele-
mental gas, including extremely pure condition as in cryogenic
devices.

It is worth pointing out that in multi-cascade THGEM/
GEM detectors, a sizable fraction of the avalanche charges
created in a multiplier stage is lost due to electron collec-
tion either on the bottom electrodes of the multiplier itself
or on the top surface of the following one. On the con-
trary, the M-THGEM has the unique capability to transfer
efficiently all the charges produced in one stage to the suc-
cessive one without loss. As a result, the M-THGEM detector
provides a lower voltage, high-gain operation less prone to
sporadic discharges and a lower probability of spark-induced
damages.

III. METHODOLOGY

A. Two-layer M-THGEM

The experimental setup used to evaluate the response of
two-layer M-THGEM detector (single and two-cascade con-
figuration) is conceptually similar to the one used in our previ-
ous studies.15,16 It is composed of a 10⇥ 10 cm2 M-THGEM’s
assembly, mounted in a single-volume detector vessel (made
of aluminum) of around 40 l. The inner gas volume is sealed
with an O-ring and evacuated to a residual pressure of a few
mtorr for several hours prior gas filling (He or He-based mix-
tures). To avoid fluctuations of the detector’s effective gain due
to large variation of the gas impurities levels, data taking was
performed several hours after the detector vessel was filled
at the desired pressure (from 150 Torr to 760 Torr). During
the measurement, the detector was continuously flushed at a
rate of 20-30 SCCM. Under these conditions, gas impurities
released by outgassing from assembly materials and from the
gas system components, mostly nitrogen, reach a steady-state
level below 0.1% after a few hours (estimated by measuring
the outgassing rate). Throughout the text, the term “pure” will
imply He gas with the addition of a small amount of impurities
of below 0.1% level.

The top surface of the first cascade M-THGEM was illu-
minated through a quartz window with a high-intensity UV-
light (UVP 3SC-9 Pen-Ray UV Light Source, 254 nm).The
current collected at the readout was readout by a high-
resolution pico-ammeter (Keithley Model 614) and recorded
in time (sampling rate of 10 Hz) by means of a microcontroller
(Arduino Uno) and a dedicated software. The avalanche gain
was defined as the charge collected at the anode normalized
by the photo-electron current, with a methodology describ-
ed in our previous work.15 The maximum achievable gain was

FIG. 4. A schematic drawing (left and
top right) and a photograph (bottom
right) of the M-THGEM mounted on top
of the pAT-TPC readout.

M. Cortesi et al., Rev. Sci. Instrum. 88, 013303 (2017) 
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C O M B I N I N G  M U LT I P L I C AT I O N  D E V I C E S

• THGEMs or M-THGEMs used as electron 
preamplifiers 

• Example: two THGEMs on top of 
Micromegas 

• Cascade allows to relax gain on each stage 
of electron amplification 

• Limit ion back flow from the last stages 

• Top THGEM can be used as a gating grid
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I N D I V I D U A L  PA D  P O L A R I Z AT I O N

• Micromegas avalanches are localized 

• Very small gap (100 µm) 

• Gain depends on field gradient between 
each pad and the mesh 

• Varying the potential on a given pad changes 
the gain for that pad only 

• Implementation 

• Protection circuit of electronics equipped 
with jumpers (256 pads) … 

• … or programmable HV switch (10,000 pads!)

pad

VCC

GND

GET

220 pF

VPOSVNEG

HV2801

Arduino NanoUSB

100 MΩ 100 MΩ

Figure 4.16: A photo of the ZAP board before mounting.

the same velocity. There are two scenarios for keeping a uniform gain across all pads in this

case, and both are limited by the finite dynamic range of the readout electronics. One is that

the energy deposit profiles of 10Be particles are successfully recorded. However, this would

result in the 4He signal being in the noise, and thus not recordable. On the other hand, if

the uniform gain is increased to allow for the 4He energy deposit profiles to be measured,

the pads over which the 10Be particles traverse would become highly saturated, resulting not

only in an unreliable measure of deposited energy on a given pad, but also in large cross-talk

between neighboring pads and channels, rendering the 10Be pad signals essentially useless.

The solution to this gain dilemma is to vary the gain on specific pads. The majority of

the pads are kept at a gain suitable for recording the energy deposit profile of 10Be. Every

fifth pad from the center, however, has an increased gain in order to record the energy

deposit profile of 4He particles, allowing for binary events to be triggered. A more detailed

description of the triggering scheme is found in Section 4.3 later in this chapter.

The second purpose of the ZAP board is to route signals from the pads to the electronics.

There are three options for signal routing [27]:
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T E S T  O N  AT- T P C

• Programmatic method necessary 

• 10,240 pads to consider! 

• Map of pads assigned via software 

• Green: ground (0V) 

• Blue: -40V (more gain) 

• Red: +40V (less gain) 

• Data taken using α particles from 
source covering whole volume 

• All pads have same electronic gain
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A C T I V E  TA R G E T  E L E C T R O N I C S

• Requirements 

• Time evolution of signals contains essential information: record traces 

• Large number of pads: cost per channel should be minimized 

• Huge amounts of data: parallel architecture and data reduction are paramount 

• Active Targets without trigger detectors: good trigger generation 

• Technology choices 

• Analog memory arrays (Switch Capacitor Array or SCA) are the cheapest 

• Data reduction schemes implemented in fast FPGA (Field Programmable Gate Arrays) 

• Trigger generation scheme using discriminators to generate live multiplicity
!26
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G E N E R A L  E L E C T R O N I C S  F O R  T P C  ( G E T )

• Specifically designed for Active Targets 

• Adjustable gain on each individual pad 
(from 120 fC to 10 pC) 

• Up to 512 time samples recorded 

• Sampling frequency range 1-100 MHz 

• Each channel equipped with 
discriminator and threshold 

• Shaping time from 70 ns to 1 µs 

• Charge resolution < 850 e-

E.C. Pollacco et al. Nuclear Inst. and Methods in Physics Research, A 887 (2018) 81–93

Fig. 1. Schematic overview of the GET system with a single MicroTCA chassis (maximum of 11264 channels). Up to 2 additional MicroTCA chassis can be combined to achieve the
maximum system size of 33792 channels. Both the chassis and the MicroTCA carrier hub (MCH) network switch are commercially available. A detailed description of each component
is provided in Section 3.

Fig. 2. Architecture of the ASIC for GET (AGET). The dashed-line and shaded area corresponds to the front-end part of the chip that is presented in more detail in Fig. 3.

Fig. 3. Schematic overview of the AGET front-end that consists of the charge sensitive amplifier (CSA), the pole zero cancellation (PZC), the Sallen and Key Filter (SK) and the inverting
2ù gain (Gain-2) stages. Arrows at the top of the figure indicate which of these stages can be bypassed (selectable via slow control).

as the 64 input signal channels. Data from the FPN channels can be
useful offline to determine the intrinsic noise level and baseline shapes
in order to improve the overall resolution. A detailed study of raw data
samples and the use of the FPN channels for data analysis can be found
in Ref. [34].

The AGET design does not include protection against saturation. Sig-
nals exceeding the dynamic range of the channel by 10% after the Gain-2
amplification stage will not significantly impact its behaviour. However,
if the signal exceeds 200% of the dynamic range, the pre-amplifier
will begin to saturate. When saturated, the input impedance increases

84

E. Pollacco et al., NIM 887, 81 (2018)
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F R O N T  E N D  F E AT U R E S

• Writing phase 

• Live analog signals are stored in 
SCA used as a circular buffer 

• Live discriminator bits are 
combined in hit register and 
summed as multiplicity signal 

• Multiplicity signal is converted 
by flash ADC and sent out to 
back end electronics 

• Some stages of the CSA can be 
bypassed
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in Ref. [34].

The AGET design does not include protection against saturation. Sig-
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F R O N T  E N D  F E AT U R E S

• Reading phase 

• SCA array set in read mode 

• Pointer of first time sample set to 
desired value (going back in time) 

• Depending on reading mode, selected 
SCA cells are converted by flash ADC 
and sent to back end 

• Data reading is multiplexed and sent 
through a single flash ADC 

• Data from front-end (AsAd) is serial

Figure 44: Illustration of the TPC basic electronics: as shown on panel a) a circular mem-
ory is filled with a given writing clock frequency; panel b) illustrates the the read-writing
sequence: the circular memory is filled continuously until a validated trigger initiates a
write stop and a read. c) a typical pulse as registered in an electronic channel. (Panels
a,b courtesy of P. Baron, IRFU).

the circular memory. To adapt to drift times that may vary largely and to
di↵erent detector sizes, the GET electronics have a writing clock frequency
that can be chosen between 1 and 100 MHz, and a memory depth of 512
time buckets [54].

Two techniques are currently in use: one fast ADC per channel (see for
example [131], or a SCA (Switch Capacitor Array) (see for example [54]) with
multiplexed ADC readout. Present multiplexed ADCs have typically 12 bits
for full scale amplitude, corresponding to 4096 channels, but are available up
to 14 bits. In the SCA, the sampled amplitude of a time bucket is stored
on a capacitor. Storage times without deterioration can be of the order of
ms, giving enough time for a multiplexed readout. Due to price and space
considerations, the SCA solution becomes the most preferred as the number
of channels increases.

Present high density ASIC technologies (Application Specified Integrated
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B A C K  E N D  P R O C E S S I N G

• Concentration Boards (CoBo) 

• Data reduction and multiplicity integration 

• Readout modes 

• Full (no reduction) 

• Partial (pads above threshold) 

• Zero-suppressed (baseline removal) 

• Multiplicity sliding window 

• Integrate multiplicities within time window 

• Value updated every 40 ns
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Fig. 5. Photograph of the CoBo. The front panel consists of 4 VHDCI connectors to connect
up to 4 AsAd cards, 4 configurable LEMO connectors, and a micro-USB interface for
monitoring. The CoBo conforms to the MicroTCA.0 R1.0 PICMG double-width full-height
standard.

our community, to the nuclear physics domain. Additional information
on the MicroTCA shelf standard can be found in Ref. [35].

For most of the GET tests (Section 4) and detectors (Section 5)
described below, users have purchased the MicroTCA chassis from
Vadatech (model VT893), the 1 kW power supply (part UTC-010) and
the MicroTCA Carrier Hub (MCH) network switch (part UTC-002).

3.5. CoBo: concentration board

The concentration board (CoBo), is a MicroTCA compatible module
(custom PCB and firmware package) developed for the GET system. Up
to 4 AsAds can be connected to a single CoBo and thus one CoBo module
can process data from as many as 1024 signal channels.

There are two communication paths for CoBo, the data path and
the control path. The data path processes the raw serialized digital
data coming from the AsAd boards and sends the resulting hit-channel
registers and multiplicity values to the trigger module (described below
in Section 3.6) to generate a master trigger decision. The data are
also sent via the MicroTCA backplane through an Ethernet link to
external computers for data analysis and storage. The control path
uses a dedicated Ethernet connection through the backplane to control
and configure CoBo as well as to transmit configuration parameters
to the individual AsAd boards. Using the same Ethernet network, it is
also possible to configure theMicroTCA compatible Intelligent Platform
Management Interface (IPMI) controller to monitor the status of each
CoBo board even if it is not programmed or flashed.

The CoBo utilizes the Xilinx Virtex-5 system-on-chip which contains
an FPGA and dual PowerPC440 CPU cores. When the GET project began,
the Virtex-5 was the best available chip in terms of overall performance
and its characteristics were well suited to our application. More modern
chips are now available that are being integrated onto GET-compatible
hardware for future projects (see Section 6). The CoBo was designed to
consume a maximum of 35 W out of the 80 W provided to each slot by
the 1 kW power supply in the MicroTCA chassis.

There are multiple clock sources on CoBo, the most important
being the Global Master Clock (GMC) provided by the trigger module
through the MicroTCA backplane. Both modules are responsible for
compensating the differences in phase (due to different trace lengths
on the backplane) in a single chassis. Consequently, CoBo provides a
synchronization mode that is automatically engaged at boot up. Upon
completion of this synchronization step, CoBo runs in normal mode
where the GMC is fed into a local PLL and jitter cleaner. The PLL pro-
vides 11 differential clock outputs with 123 fs RMS jitter performance.
All output frequencies and phases are programmable to further extend
the flexibility of the system. The main clock outputs are the write clock
frequency for the AGET (adjustable between 1 MHz and 100 MHz),
the read clock for the AGET (25 MHz), and the FPGA clocks used for
calibration purposes (with values equal to write, read and 100 MHz).

Fig. 6. (a) MuTanT front panel and (b) photograph of the MuTanT module. The MuTanT
consists of 2 separate cards housed within a single MicroTCA-compatible module.

The CoBo front panel (Fig. 5) has four programmable input/output
LEMO-type connectors, a micro-USB interface, status indicator lights,
and four standard Very-High-Density Cable Interconnect (VHDCI) 68-
pin connectors, one for each AsAd card. The longest VHDCI cables that
have been tested to date are 10 m. The CoBo firmware implements
an auto-calibration method to align the ADCs fast-bit clock with the
incoming data. The ADCs on the AsAd cards send data at a maximum
rate of 4.8 Gb/s (or 1.2 Gb/s/AsAd) during readout. These data are
buffered in the CoBo and transmitted at 1 Gb/s via a 10 Gb Ethernet
switch on the MCH.

In terms of the overall CoBo system performance, when reading all
512 time bins from all channels (including the 4 FPN channels/AGET)
from 4 AsAd cards (full readout of 1088 channels), it takes 1.44 ms for
the full data transfer until the system is ready for the next event. The
live time of the GET system is described in Section 4.2 and 4.3.

3.6. MuTanT: Multiplicity Trigger and Time

The Multiplicity, Trigger and Time (MuTanT) is a module that serves
four principal functions. The MuTanT distributes and manages the
GMC of the GET system, it serves as the master/slave shelf interface
for single/multi-chassis configurations, it controls the slow control
distribution and data readout and it provides a unique three-level trigger
system. Due to the complexity of this module, it was designed on two
separate cards that are housed within a single-wide MicroTCA compat-
ible module. The first card consists of a Xilinx Virtex-5 PowerPC440
processor and time-to-digital converter (TDC) chip that are primarily
dedicated to the management and distribution of the 100 MHz GMC.
Clock alignment between the MuTanT and all CoBo modules operating
within the same MicroTCA chassis can be performed with a precision of
300 ps (or 500 ps across multiple chassis). The second card is equipped
with a second Xilinx Virtex-5 FPGA and is dedicated to the trigger and
event time-stamp engine. A detailed schematic of the MuTanT front
panel and a photograph of the module is shown in Fig. 6. Additional
details and specifications of MuTanT can be found in Ref. [35].

The MuTanT front panel (see Fig. 6) has 7 LEMO connectors that
accept and output NIM-type logical signals. Three of these are inputs
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C L O C K  A N D  T R I G G E R

• Mutant module 

• Clock distribution throughout the whole 
system 

• Trigger generation 

• Gather sliding window multiplicities from all 
CoBos and sum them 

• Also gather hit patterns (level 2) 

• Level 1: trigger if global multiplicity above 
(or below) a given threshold 

• Level 2: trigger if hit pattern matches 
predefined configuration
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Fig. 5. Photograph of the CoBo. The front panel consists of 4 VHDCI connectors to connect
up to 4 AsAd cards, 4 configurable LEMO connectors, and a micro-USB interface for
monitoring. The CoBo conforms to the MicroTCA.0 R1.0 PICMG double-width full-height
standard.

our community, to the nuclear physics domain. Additional information
on the MicroTCA shelf standard can be found in Ref. [35].

For most of the GET tests (Section 4) and detectors (Section 5)
described below, users have purchased the MicroTCA chassis from
Vadatech (model VT893), the 1 kW power supply (part UTC-010) and
the MicroTCA Carrier Hub (MCH) network switch (part UTC-002).

3.5. CoBo: concentration board

The concentration board (CoBo), is a MicroTCA compatible module
(custom PCB and firmware package) developed for the GET system. Up
to 4 AsAds can be connected to a single CoBo and thus one CoBo module
can process data from as many as 1024 signal channels.

There are two communication paths for CoBo, the data path and
the control path. The data path processes the raw serialized digital
data coming from the AsAd boards and sends the resulting hit-channel
registers and multiplicity values to the trigger module (described below
in Section 3.6) to generate a master trigger decision. The data are
also sent via the MicroTCA backplane through an Ethernet link to
external computers for data analysis and storage. The control path
uses a dedicated Ethernet connection through the backplane to control
and configure CoBo as well as to transmit configuration parameters
to the individual AsAd boards. Using the same Ethernet network, it is
also possible to configure theMicroTCA compatible Intelligent Platform
Management Interface (IPMI) controller to monitor the status of each
CoBo board even if it is not programmed or flashed.

The CoBo utilizes the Xilinx Virtex-5 system-on-chip which contains
an FPGA and dual PowerPC440 CPU cores. When the GET project began,
the Virtex-5 was the best available chip in terms of overall performance
and its characteristics were well suited to our application. More modern
chips are now available that are being integrated onto GET-compatible
hardware for future projects (see Section 6). The CoBo was designed to
consume a maximum of 35 W out of the 80 W provided to each slot by
the 1 kW power supply in the MicroTCA chassis.

There are multiple clock sources on CoBo, the most important
being the Global Master Clock (GMC) provided by the trigger module
through the MicroTCA backplane. Both modules are responsible for
compensating the differences in phase (due to different trace lengths
on the backplane) in a single chassis. Consequently, CoBo provides a
synchronization mode that is automatically engaged at boot up. Upon
completion of this synchronization step, CoBo runs in normal mode
where the GMC is fed into a local PLL and jitter cleaner. The PLL pro-
vides 11 differential clock outputs with 123 fs RMS jitter performance.
All output frequencies and phases are programmable to further extend
the flexibility of the system. The main clock outputs are the write clock
frequency for the AGET (adjustable between 1 MHz and 100 MHz),
the read clock for the AGET (25 MHz), and the FPGA clocks used for
calibration purposes (with values equal to write, read and 100 MHz).

Fig. 6. (a) MuTanT front panel and (b) photograph of the MuTanT module. The MuTanT
consists of 2 separate cards housed within a single MicroTCA-compatible module.

The CoBo front panel (Fig. 5) has four programmable input/output
LEMO-type connectors, a micro-USB interface, status indicator lights,
and four standard Very-High-Density Cable Interconnect (VHDCI) 68-
pin connectors, one for each AsAd card. The longest VHDCI cables that
have been tested to date are 10 m. The CoBo firmware implements
an auto-calibration method to align the ADCs fast-bit clock with the
incoming data. The ADCs on the AsAd cards send data at a maximum
rate of 4.8 Gb/s (or 1.2 Gb/s/AsAd) during readout. These data are
buffered in the CoBo and transmitted at 1 Gb/s via a 10 Gb Ethernet
switch on the MCH.

In terms of the overall CoBo system performance, when reading all
512 time bins from all channels (including the 4 FPN channels/AGET)
from 4 AsAd cards (full readout of 1088 channels), it takes 1.44 ms for
the full data transfer until the system is ready for the next event. The
live time of the GET system is described in Section 4.2 and 4.3.

3.6. MuTanT: Multiplicity Trigger and Time

The Multiplicity, Trigger and Time (MuTanT) is a module that serves
four principal functions. The MuTanT distributes and manages the
GMC of the GET system, it serves as the master/slave shelf interface
for single/multi-chassis configurations, it controls the slow control
distribution and data readout and it provides a unique three-level trigger
system. Due to the complexity of this module, it was designed on two
separate cards that are housed within a single-wide MicroTCA compat-
ible module. The first card consists of a Xilinx Virtex-5 PowerPC440
processor and time-to-digital converter (TDC) chip that are primarily
dedicated to the management and distribution of the 100 MHz GMC.
Clock alignment between the MuTanT and all CoBo modules operating
within the same MicroTCA chassis can be performed with a precision of
300 ps (or 500 ps across multiple chassis). The second card is equipped
with a second Xilinx Virtex-5 FPGA and is dedicated to the trigger and
event time-stamp engine. A detailed schematic of the MuTanT front
panel and a photograph of the module is shown in Fig. 6. Additional
details and specifications of MuTanT can be found in Ref. [35].

The MuTanT front panel (see Fig. 6) has 7 LEMO connectors that
accept and output NIM-type logical signals. Three of these are inputs
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I N T E R N A L  T R I G G E R  G E N E R AT I O N

• Trigger exclusion regions 

• Discriminators on each individual 
pads can be enabled or disabled 

• Region where electrons from beam 
tracks are collected (“beam pads”) 
can be excluded from multiplicity 

• Scattered particles that exit the 
beam exclusion region generate a 
trigger
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B U B B L E  C H A M B E R S

• The first active target detector 

• Chamber filled with superheated liquid 

• Charged particles create local phase 
transitions that result in the formation of 
bubbles 

• Pictures of the tracks are taken with a camera 

• Tedious analysis! 

• People look at each picture and identify 
interesting events 

• Later on automated methods were used to 
help, but still very slow (30 s per photo)  

Bubble Chambers
Liquid argon TPC’s reconstruct events with bubble-chamber 
quality

But, automatic  
reconstruction in 
software is still not 
established

Why?
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B U B B L E  C H A M B E R S

• The first active target detector 

• Chamber filled with superheated liquid 

• Charged particles create local phase 
transitions that result in the formation of 
bubbles 

• Pictures of the tracks are taken with a camera 

• Tedious analysis! 

• People look at each picture and identify 
interesting events 

• Later on automated methods were used to 
help, but still very slow (30 s per photo)  

Bubble Chambers
Liquid argon TPC’s reconstruct events with bubble-chamber 
quality

But, automatic  
reconstruction in 
software is still not 
established

Why?

  

1. Historical
 Not really needed: event 

rates low,  semi-automatic 
reconstruction guided by 
operators

 Computing power was 
relatively limited

 Collider experiments took 
over: ultra-fast trigger 
rates, detectors with 
flexible geometries, 
electronic readout, huge 
gains in computing power

 Development of reconstruction algorithms 
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P U T  Y O U R  B R A I N  I N  A  C O M P U T E R

• Humans have evolved to be excellent at pattern recognition 

• Survival skill: spot the tiger hiding in the forest, the fruits hanging in the trees 

• Human brains can easily extract signal from noise and identify patterns 

• Computers have never encountered this type of problem! 

• Algorithms are needed to emulate these cognitive functions in computers 

• Recent years have seen an explosion of pattern recognition methods 

• Face recognition (your cell phone), self-driving cars, etc… 

• Many of these methods can be applied to active target data analysis
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A N A LY S I S  P H A S E S

• Three main tasks 

• Cleaning (removing noise or spurious signals) 

• Classifying (identifying the type of event) 

• Fitting (extracting physics parameters from data) 

• Each phase present its own set of challenges 

• Cleaning: finding criteria that cleans effectively without removing good data 

• Classifying: anticipating classes of events (using simulations) 

• Fitting: find robust methods and avoid local minima
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H O U G H  T R A N S F O R M :  E Y E S  F O R  A  C O M P U T E R

• Pattern recognition algorithms 

• Linear Hough transformation to 
find points along straight lines 

• Circular Hough transformation to 
find points on a circle

y

x

R

µ

Figure 3.4: Parameterizing a straight line in two dimensions using a normal line drawn to the origin.
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Figure 3.5: Transforming points into the Hough space. The left-hand plot shows three points A, B , and C
in the normal coordinate space with lines drawn between them. These points map to sinusoidal curves
in the Hough space, as shown in the right-hand plot. Lines in the normal system become points in the
Hough space, so a line that passes through two points in the normal space is the intersection of two
curves in the Hough space.
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Algorithm 1 Hough space binning method
Given: an Nbins£Nbins accumulator array A, a set of (x, y) data points D , and a maximum bin value M ,
function HOUGHBINS(A, Nbins,D, M)

for i 2 {0,1, . . . , Nbins °1} do . i is the µ bin index
µ√ iº/Nbins

for (x, y) 2 D do
R √ x cosµ+ y sinµ
j √b(R +M)Nbins/(2M)c . j is the R bin index
Ai j √ Ai j +1 . Increment the Hough space accumulator array

end for
end for
return A

end function

x

y

R

µ

Figure 3.6: Finding the center of a circle using the Hough transform.

3.3.2 Hough transform for circles

Although the process described in Section 3.3.1 is specific to finding lines, a similar process can be used

to find circles in an image. This procedure was originally described by Illingworth and Kittler [23], but

the formulation shown in this section was taken from Heinze [21].

Consider a set of points lying along a circle. If a line is drawn between any two of the points, a second

line can be drawn perpendicular to the first line and passing through its midpoint. This second line will

always pass through the center of the circle. Therefore, given a set of points, we can find the center of

curvature by finding the point where all of these perpendicular bisectors intersect (see Fig. 3.6). We can

do this using the Hough transform.
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R = x cos(θ) + y sin(θ)

R =
(x2

1 − x2
0) + (y2

1 − y2
0)

2[(x1 − x0)cos(θ) + (y1 − y0)sin(θ)]
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L I N E A R  H O U G H  T R A N S F O R M

R = x cos(µ)+ y sin(µ)
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E X A M P L E  O N  AT- T P C  D ATA

• Very noisy and 
incomplete data! 

• Use circular Hough to 
identify rough center 
of spiral 

• Transform data into 
RΦ coordinates 

• Use linear Hough to 
identify lines
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J. Bradt, Ph. D. Dissertation, 2017 
https://publications.nscl.msu.edu/thesis/%20Brandt_2017_5279.pdf
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R A N S A C  M E T H O D

• Random Sample Consensus 

• Select random sample from data 

• Fit model to this subset 

• Test fit on other data than subset 

• Data that fits well is part of consensus 

• Repeat and keep best fit 

• Parameters 

• Maximum distance from fit for inliers 

• Minimum number of points for good fit
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R A N S A C  M E T H O D

• Advantages 

• Can find tracks in 3D 

• Once best fit is found, eliminate inliers 
from data set and run again 

• Can find multiple tracks 

• Fast algorithm (at least for straight tracks) 

• Drawbacks 

• Requires parameter adjustment 

• No convergence criteria

Y. Ayyad et al. Nuclear Inst. and Methods in Physics Research, A 880 (2018) 166–173

Fig. 4. Left panel: Hit pattern (black crosses), RANSAC fits (solid red line) and Monte Carlo fit for the recoiled and scattered particles (green dots). (For interpretation of the references
to color in this figure legend, the reader is referred to the web version of this article.)

tracks found by the RANSAC algorithm. The three different tracks
corresponding to the beam and to the two scattered 4He particles are
well identified in the three dimensional space. Few outliers are clearly
separated. As mentioned before, the distance threshold parameter has to
be adjusted to avoid that the algorithm takes too many points belonging
to other tracks. This is of capital importance for short tracks that are
found on the last iteration step of the RANSAC tracking. With this
method, we determine the vertex of the reaction as the middle point
of the line defined between the points of closest approach of each fitted
RANSAC tracks. The vertex distribution is shown in the right panel of
Fig. 4. The sharp edge on the right of the histogram corresponds to
the position of the entrance window (1000 mm). The resolution of the
vertex position, of 11.2 mm (standard deviation), has been determined
by fitting the vertex distribution [7]. Although the 4He beam had enough
energy to punch through the detector (1032 mm of range as calculated
with SRIM), the multiplicity trigger creates a smooth cut-off on the
distribution because of the low energy of the beam at that penetration
depth. This effect will be explained in this section.

The relevant kinematic variables can be inferred with simple geomet-
rical relationships. The scattering angles are determined by calculating
the angle of each track with respect to the beam direction. Similarly,
the angle of the incident beam, corresponding to the tilting angle of
the detector, is inferred from the angular displacement with respect to
the z axis. The sum angle (left panel of Fig. 5) and the beam angle
distributions have a standard deviation (�Asum) of about 1.6˝ and 0.5˝,
respectively. Assuming the angular resolution is the same for both
tracks of the scattered particles, we obtain �A = �Asum_

˘
(2) = 1.1˝ .

It is worth noting that the fits were performed without taking into
account the segmented structure of the pad plane, the different size
of the pads and the energy loss per unit volume, limiting thus the
precision of the method. Nonetheless, the results of the method are
rather satisfactory in terms of performance and track classification
capabilities, and comparable to those obtained with a MICROMEGAS
prototype with a smaller pad size (2 mm2) using a collimated alpha [17]
source and to experiments performed with the MAYA active target [18].

The energy of each particle is directly deduced from its range using
range-energy parameterizations calculated with the SRIM code. The
range is computed taking the distance from the reaction vertex to the
mean centroid position of the last two activated pads. With this simple
method we have obtained an energy resolution of around 3% (FWHM)
for 6.1 MeV alpha particles [12]. In the present experiment, the energy
resolution measured on the reaction products was obtained from the
correlation between the sum of the energy of both scattered particles
(E1 + E2) as a function of the vertex position (see upper left panel
of Fig. 6). The E1 + E2 profile distribution is corrected by a third
degree polynomial function (upper right panel of Fig. 6) to eliminate
the dependence with the vertex position and evaluate its width each
5 cm vertex interval.

The resolution (�E1+E2 ) defined as the standard deviation of the
corrected E1 + E2 distribution, is the square root of the quadratic sum

of the energy resolution of each one of the tracks. Since the energy
resolution depends strongly on the length of the track, we can only
establish an upper limit for the energy resolution assuming that both
particle tracks have the same length. This upper limit is expected to be
lower because the E1 +E2 distribution would be narrower for tracks of
the same length. The energy resolution obtained at around 900 mm of
vertex position (100 mm from the entrance window) is around 130 keV
(standard deviation) corresponding to 2.4% with the sum energy of
around 5.5MeV. This result is similar to the one obtained in Ref. [12]. As
expected, the relative resolution improves as the beam energy increases
because the tracks of the particles are longer. The background region
between 800 and 1000 mm of vertex position appears as a tail in the
E1 + E2 distribution and could contribute to worsen the resolution.

The angle-energy scatter plot is shown in the right panel of Fig. 5.
This plot is characterized by a sharp edge on the upper part that
corresponds to the elastic scattering kinematic curve (dashed line) for
the maximum beam energy (11.6 MeV). This curve delimits the phase
space for reactions of the 4He beam at lower energies. We can clearly
observe two minimums in the distribution at 60˝ and 25˝ (for the
maximum energy) in very good agreement with the minimums of the
angular distribution of the 4He+4He reaction at 11.88 MeV reported in
Ref. [19]. The angular distribution determined with this method spans
from 75˝ to around 10˝ in the laboratory system (30˝ and 160˝ in the
center of mass system (CMS)). For the particle energy, we obtained a
minimum cut-off around 200 keV at forward angles that corresponds to
a range of about 20 mm.

There is a clear dependence of the minimum energy cut-off with
the scattering angle due to the dependence of the multiplicity trigger
on the range of the particle. The energy of the particle increases as
the angle decreases having thus a larger path. However, the lowest
scattering angle limits the projection on a lower number of pads.
The convolution of these two effects creates an energy cut-off with
a parabolic dependence on the scattering angle. Overall, the tracking
efficiency of the algorithm does not depend on this cut-off but strongly
on the length of the track.

Another interesting feature of this tracking algorithm is the pile-up
rejection capability. For high beam rates, the probability of detecting
another beam particle together with the one that triggered the data
acquisition by a reaction increases very fast. The projection of two or
more beam tracks into the pad plane, together with the recoil and scatter
particles, results in a two dimensional hit pattern which is difficult to
disentangle. By tilting the detector two (or more) beam particles are not
collinear and are thus well separated in the three dimensional space.
As shown for the beam and reaction products, the RANSAC algorithm
is able to find pile-up tracks and treat them as outliers considering that
the vertex is determined as the closest point between two tracks with
consistent kinematics for this reaction. Fig. 7, shows an example of an
event with two scattered alpha particles and two beam-like uncorrelated
tracks. Its worth noting that the event of interest can be reconstructed
even in the absence of the beam track. In such cases, the angle of the
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C L A S S I F I C AT I O N

• Determine classes of events 

• Not all events are interesting 

• Categorize events based on their 
data 

• Ultimately: make trigger decision 
during data taking 

• This is already being done in high 
energy physics! A. Radovic et al., Nature 560, 41–48 (2018)

REVIEWRESEARCH

in large datasets. In Fig. 4 we provide an example of such a t-SNE using 
simulated neutrino interactions at the NOvA experiment.

Conclusions and outlook
Within the next decade the LHC will increase the rate at which it 
collides protons by an order of magnitude, resulting in much higher 
data rates and even more complex events to disentangle. Neutrino-
physics detectors will continue to increase in size and complexity. The 
tasks discussed in this Review will become even more challenging. 
Fortunately, machine learning is advancing rapidly, producing tools 
that are potentially applicable to a wide array of tasks in particle physics. 
By continuing to map the challenges faced in particle physics to those 
addressed by the machine-learning community, it is possible to turn 
the latest developments in machine learning into tools for discovery in 
high-energy particle physics, such as by conducting machine-learning  
competitions with LHC benchmark datasets (https://www.kaggle.
com/c/trackml-particle-identification). We briefly discuss a few poten-
tial future applications below, which have already shown promising 
results for simplified test cases.

The machine-learning community continues to discover powerful 
methods for processing and classifying complex data with inherent 
structure, such as trees and graphs. Complex data structures are prev-
alent at the LHC. The set of particles that make up a jet can be mapped 
to a tree structure. We have already discussed how RNNs can be used 
to identify jets that originate from beauty quarks, but this is just one 
of the many potential applications of RNNs, or of graph convolutional 
networks, to the study of jets87.

Generative models, which learn the probability distribution of fea-
tures directly, are capable of producing simulated data that closely 
approximate experimental data using tools such as generative 

adversarial networks88 and variational auto-encoders89,90. A generative 
adversarial network uses one neural network, the ‘generator’, to generate 
potential data samples using random noise as input, while a second net-
work, the ‘adversary’, penalizes the generator during training if the data 
that it generates can be distinguished from the training data. Although 
they are difficult to train, these networks can potentially generate large 
data samples much faster than can existing simulation tools, offering 
the possibility of providing the orders-of-magnitude-larger simulation 
samples that will be required by future experiments. Early work in this 
direction is encouraging63,91,92, demonstrating that accurate simulations 
of a simplified calorimeter can be produced while achieving a marked 
decrease in the computational resources required.

The adversarial approach can also be applied to training classifiers 
with the ability to enforce invariance to latent parameters. This repre-
sents a new way of making classifiers robust against systematic uncer-
tainties93 and is a viable approach to avoid biasing a physical feature 
such as mass65. Several promising alternatives are also being investi-
gated94–97, some of which have been used for analysis at LHCb98. All 
of these approaches share the common theme of altering the training 
of the algorithms to reduce the potential bias learned. These are only 
a few of the machine-learning developments that are revolutionizing 
data interpretation in particle physics, greatly increasing the discovery 
potential of present and future experiments.
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Fig. 4 | Exploring NOvA’s event-selection neural network using  
t-SNE. The features extracted using NOvA’s neutrino-interaction CNN 
are projected into a two-dimensional space using the t-SNE method. 
The points represent events from the CNN training sample, with the 
colours denoting the true event types: muon-neutrino (νµ) charged-
current interactions (dark blue), electron-neutrino (νe) charged-current 
interactions (light blue), tau-neutrino (ντ) charged-current interactions 
(yellow) and various neutrino (νx) neutral-current interactions (red). 

The subplots show example event topologies from points in the two-
dimensional t-SNE space, with the intensity of the colour indicating the 
amount of energy deposited and the axes denoting the spatial location of 
the charge deposits in the detector. The various types of event are clustered 
into distinct regions in the horizontal direction, while the multiplicity of 
the particles in each event is found to be correlated with the location of the 
events in the vertical direction.
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C O N V O L U T E D  N E U R A L  N E T W O R K S

• Image recognition expert 

• Convolution filters designed to extract 
different features of data 

• Feature maps are then processed and 
reduced using pooling stage 

• Several convolution layers can be 
assembled to form a deep learning NN 

• In the end, the most important is to train 
the CNN on a wide variety of samples

processed version of the data. The goal of applying convolution to an image is to identify its most

relevant features such as edges and shapes. Figure 3.9 shows the operation of the convolution

process in a CNN for an arbitrary convolutional filter. Once data has been passed through a

convolution layer, the model attempts to learn trends from the feature map [18].

Figure 3.9: The convolution step in a convolutional neural network. The filter is slid across the
input image and applied to each window. A feature map is formed based on the output calculated
by this convolutional filter. The convolution operation computes a linear combination of the pixel
values in the current window, with the filter’s parameters serving as the weighting terms. For
example, in the top convolution step, we compute: 0(�20) + 0(�10) + 1(5) + 0(�17) + 1(�3) �
1(8)�1(�16)+1(3)+1(5) = 18. Note that the input image is padded with 0s where the filter would
extend past the boundary of the image so that the feature map will maintain the same dimensions
as the input.

A typical convolutional layer is composed of three stages, as shown in Figure 3.10. The first

is the convolution stage, which applies a convolutional filter to form a set of linear activations that

define the output of that layer. In an image recognition problem, this step decomposes the image

34

into a set of overlapping tiles, the output of which are recombined to produce a feature map of the

same dimension. The second step is the detector stage where each linear activation is run through

a nonlinear activation function to further process the feature map. The third is the pooling stage

in which a pooling function is used to decrease the dimensionality of high-dimensional data like

images. Generally, these functions replace the output at a certain location with a summary of the

neighboring outputs [18]. One such function is max pooling, which uses the maximum output in

a group of neighboring outputs. Pooling is used to make the convolutional representation of the

data invariant to translations in the input. This is useful in image recognition when an item to be

classified can appear anywhere within the image and in di�erent orientations.

Figure 3.10: The stages of a CNN layer.

As can be seen from comparing Figure 3.7 and Figure 3.10, CNNs are much more complex than

models with a single hidden layer. As a model grows more complex, the computational resources

and data necessary for training increase greatly. One can reduce the computational demands of

training a CNN for a task using pre-trained networks. For instance, in the field of computer vision,

there are many freely available CNNs (like VGG16 [22]) whose weights have already been fixed
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T E S T  O N  AT- T P C  D ATA

• Classify events 

• 46Ar scattering on C4H10 

• Recoil can either be p of 12C 

• Both types of events are 
observed in the AT-TPC 

• Neural networks are trained on 
simulated data only 

• Downsampling necessary to 
reduce number of inputs

!44

M. P. Kuchera et al., NIM A 940, 156 (2019)



D. Bazin, NUSYS 2019 , 12-18 August, Lanzhou, China

N E U R A L  N E T W O R K S  R E S U LT S

• Amount of training necessary 

• Overfitting: no improvement after the 
optimal number of passes through training 

• Cost function shows the same trend 

• Performance 

• Simulated vs real data

Figure 4.9: Plots showing the e�ects of neural network overfitting for a CNN proton vs. carbon
classification of real AT-TPC data. The top two plots show the model accuracy and cost function
evaluation at each epoch for a 100 epoch training period. The bottom plots provide a closer view
of the point where the model begins to overfit. The point at which the optimal training period ends
is marked in each case (6 epochs). The final results of this experiment are presented in Table 4.7.

The results of each test presented in the next section are the best performances reached using

the best hyperparameter settings of each model.

4.5 Classification Results

In this section, we present results from our LR, NN, CNN, and SVM models, defined in Section

4.3, on 46Ar(p,p) data. These models are each applied to three di�erent framings of the AT-TPC

data classification problem:

• Binary Classification - Proton vs. Carbon
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4.5.1 Tests with Simulated Data

The first experiment evaluates how a model trained on our simulated data generalizes to a new test

set of simulated data.

Table 4.4: Simulated Data - Proton vs. Carbon

Class F1 Score

LR NN CNN

Proton 0.88 0.97 0.76
Carbon 0.88 0.97 0.80

Table 4.5: Simulated Data - Proton vs. Non-Proton

Class F1 Score

LR NN CNN

Proton 0.32 0.62 0.00
Non-Proton 0.75 0.83 0.80

Table 4.6: Simulated Data - Multi-Class Classification

Class F1 Score

LR NN CNN

Proton 0.55 0.69 0.77
Carbon 0.87 0.97 0.78
Other 0.71 0.75 0.93
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4.5.2 Tests with Real Data

Ultimately, what we desire is a model that is e�ective at classifying real AT-TPC data. These results

come from models trained and tested on real AT-TPC data that was labeled by a human.

Table 4.7: Real Data - Proton vs. Carbon

Class F1 Score

LR NN CNN

Proton 0.89 0.89 0.90
Carbon 0.75 0.76 0.79

Table 4.8: Real Data - Proton vs. Non-Proton

Class F1 Score

LR NN CNN

Proton 0.50 0.67 0.62
Non-Proton 0.89 0.91 0.91

Table 4.9: Real Data - Multi-Class Classification

Class F1 Score

LR NN CNN

Proton 0.61 0.65 0.64
Carbon 0.41 0.46 0.38
Other 0.83 0.78 0.86
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F I T T I N G

• Extract physical parameters 

• Need good initial guess 

• Define objective function 

• Use robust algorithm 

• Methods 

• Results from cleaning algorithms 

• Least-square on positions, energies 

• Gradient, Monte-Carlo, etc…
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G R A D I E N T  M E T H O D S

• Most used fitting methods 

• Rely on good derivatives of the objective 
function 

• Signal variation on pads highly non-linear 

• Example shows energy χ2 as a function of 
energy and scattering angle 

• Algorithm most likely to get trapped in 
local minima

(a) Surface (b) Slice of surface

Figure 3.12: Simulated two-dimensional error surface and a one-dimensional slice through that surface.
These were generated from a simulated 46Ar(p,p0) scattering event by varying the scattered proton’s ini-
tial energy and scattering angle, calculating the objective function at each point. 400 points were simu-
lated in each dimension. On the surface plot, the horizontal axis represents energy in MeV, the vertical
axis represents the energy component of the objective function, and the axis going into the page repre-
sents the scattering angle in radians.

3.6.1 Gradient-based methods

The default first approach to an optimization problem is often to use a gradient-based technique. These

algorithms are generally robust and computationally efficient [28], and commonly used software li-

braries like SciPy [25] and MINUIT [24] implement a variety of these algorithms for easy use. However,

these techniques are not well-suited to the problem of fitting tracks in the AT-TPC since smooth deriva-

tives are not available for our objective function.

As described previously, the value of the objective function for a given set of track parameters is found

by simulating a track in the AT-TPC and projecting it onto the pad plane. This produces an objective

function that is not smooth when examined closely, which causes derivatives calculated using the finite

differences method to diverge.

Kolda et al. [28] state that simulation-based optimization problems like ours often produce objec-

tive functions that are nonsmooth and sometimes discontinuous. They name conditional branching

(if/then/else constructs), convergence tests, adaptive algorithms, and loss of numerical precision as a

few common causes of nonsmoothness in simulation-based problems. They also point out that the com-
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M O N T E - C A R L O  F I T T I N G

• Iterative method based on simulation 

• Generate set of randomly simulated 
events within parameter space 

• Select track with the lowest value of the 
objective function 

• Recenter the parameter space around 
best value and shrink by scale factor 

• Repeat process for a fixed number of 
iteration or until achieved precision is 
satisfactory Figure 3.10: Samples drawn by the Monte Carlo algorithm while fitting one event. The horizontal axes

represent the sample number, while the vertical axes represent the value of each of the 6 variables. x, y ,
and z are given in meters, E is in MeV, and µ and ¡ are in radians. Each 500-sample iteration of the code
is visible as a large-scale block in this plot.

3.5.2 Checking convergence

The Monte Carlo algorithm described above does not include an explicit test for convergence, so the

parameters of the fitter must be chosen in such a way that convergence is likely. There are three main

parameters that control the convergence of the fit: the number of candidate tracks T generated per iter-

ation, the number of iterations I , and the reduction factor R by which the parameter space is compressed

after each iteration.

The values of T and R must be chosen carefully to prevent the fitter from converging to local minima.

Much like in the process of simulated annealing, it is important to reduce the size of the parameter space

very slowly and to sample as many points in the space as possible on each iteration. The main limitation

on T is the available computing power, and the value of R must be balanced with the value of I to control

the width of the parameter space at the end of the fit.

If the parameter space has a width ¢X0 along dimension X at the beginning of the fit, the final width

in that dimension will be

¢X = (¢X0)R I . (3.36)
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M O N T E - C A R L O  F I T T I N G

• Advantages 

• Very robust against non-linearities 

• Unlikely to fall into local minima 

• So far has given the best results 

• Drawbacks 

• Relies on simulations 

• Requires numerous trials (1000’s per 
event) 

• Needs parallel programming and 
processing

Figure 3.11: Results of the Monte Carlo convergence study. Subplots represent different numbers of
points T per iteration. Within each plot, rows represent the reduction factor R, and columns represent
the number of iterations I . The number in each cell represents the percentage of fits in which the op-
timizer converged to the correct minimum, subject to a tolerance of 10 mm in each dimension for the
vertex position, 100 keV for the initial proton energy, 5° for the azimuthal angle, and 2° for the scattering
angle. The fit was run 1000 times on the same simulated track for each set of parameters.

I T R æx,y,z æE æ¡ æµ

20 500 0.8 0.1 m 4.0 MeV 60° 30°

Table 3.1: Monte Carlo fit parameters I , T , and R and initial parameter space widths æ used in the
46Ar(p,p0) measurement.

This gives an estimate for the uncertainty of the fit result in each dimension. This final uncertainty can

be reduced by either using a larger value of I or a smaller value of R.

The values of these parameters can be optimized by fitting one event repeatedly and examining the

distribution of the fit results. The fit parameters can then be varied to find the best choices. This was

done for the 46Ar(p,p0) data set by simulating one proton track and then fitting it 1000 times for various

combinations of parameters. The results of this study are shown in Fig. 3.11, and the parameters used in

the analysis are shown in Table 3.1.

3.6 Alternative fitting algorithms

Several other minimization algorithms were considered in addition to the Monte Carlo optimizer de-

scribed above. Although each of these techniques has some advantages, the naïve Monte Carlo algorithm

ultimately produced the best, most consistent results. For completeness, a few of the other algorithms

we tried are described in this section.
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Performance study

Example from AT-TPC data
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R E S U LT S :  AT- T P C

• Fit using four resonances by adjusting energies, 
spectroscopic factors, widths in R-matrix 
calculation 

• T> resonances in 47K* analog to 47Args and 
47Ar1st, as well as possibly T< resonances  

• Statistics is borderline

158 J. Bradt et al. / Physics Letters B 778 (2018) 155–160

Table 1
Properties of the resonances shown in Fig. 4. Energies and widths are given in keV/u. ECM

res is the resonance energy in the center 
of mass frame; Ex is the excitation energy calculated from the resonance assuming !EC − Sn = 2680(20) keV, the energy of the 
ground state resonance; Jπ gives the spin and parity assigned to the resonance; T z indicates the isospin projection; S refers to the 
spectroscopic factor; # is the total resonance width; and #p is the proton width. For quantities with two uncertainties, the first 
value is the systematic uncertainty and the second is statistical.

ECM
res Ex Jπ T z S # #p F p

(keV) (keV) (keV) (keV)

2680 ± 108 ± 20 0 ± 91 ± 28 3/2− 11/2 (47Ar) 0.27 ± 0.03 +0.21
−0.13 15(10) 4.3(4) 2.14 0.15

2990 +117
−124 ± 20 310 +91

−92 ± 28 1/2+ 9/2 (47K) 0.027 ± 0.006 +0.013
−0.007 30(10) 20(2) 3.59 0.04

3280 +125
−127 ± 20 600 +92

−93 ± 28 1/2+ 9/2 (47K) 0.008 ± 0.002 +0.005
−0.006 18(10) 8.0(8) 0.68 0.58

3650 +137
−147 ± 20 970 +95

−99 ± 28 1/2− 11/2 (47Ar) 0.42 ± 0.05 ± 0.09 34(10) 24(2) 5.50 0.01

Fig. 4. Comparison between data and R matrix calculation.

The experimental data is compared to the R matrix calculation 
in Fig. 4, where four candidate resonances are seen. The resonance 
parameters were optimized by manually adjusting the resonance 
energies and spectroscopic factors used as input to DSigmaIV. The 
resonance widths were calculated by this code as a function of 
those parameters. A resonance mixing phase of 20◦ was included 
to account for averaging over the fine structure components of the 
resonances [32,18], and a resonance spreading width of 10 keV 
was included to account for splitting over these states [33,32]. The 
resulting resonance properties are shown in Table 1.

The systematic uncertainty of the resonance energy ECM
res in-

cludes a component from the calibration process, a component 
that accounts for an estimated 5% uncertainty in the drift veloc-
ity, and a component from the uncertainty in the relative Coulomb 
shifts between levels. This last uncertainty was taken to be 64 keV 
from the systematic comparison review on light nuclei done in 
[34]. The systematic uncertainty of the excitation energy Ex is 
smaller because the calibration and drift velocity uncertainties are 
highly correlated between states, leading to a large covariance. The 
systematic uncertainty of the spectroscopic factors was estimated 
from the uncertainty in the height of the resonance peaks.

An F test was performed around each resonance to establish 
the level of statistical significance of the experimental results. This 
test compared the R matrix model shown in Fig. 4 to a null model 
that consists of a horizontal line passing through the origin. The 
comparison was made using the F statistic

F = (RSS0 − RSSR)/(ν0 − νR)

RSSR/νR
, (4)

where RSS is the residual sum of squares, ν is the number of de-
grees of freedom, and subscripts R and 0 refer to the R matrix 
model and the null model, respectively. The value of this statistic 
was calculated for each peak and compared to an F distribution to 
find a p-value for each peak that corresponds to the probability of 
observing a more-extreme deviation from the baseline assuming 
the null model is true. If this p-value was less than a predeter-
mined threshold of 0.10, then the null model was rejected in favor 
of the R matrix model, and the resonance was deemed statisti-
cally significant. The calculated p-values and the values of the F
statistic are shown in Table 1. At the 10% level, the lower-energy 
1/2+ resonance and the 1/2− resonance were statistically signifi-
cant. The p-value calculated for the entire energy range (including 
all four resonances) was < 0.01 (F = 2.81).

Two of the four resonances listed in Table 1 correspond to iso-
baric analogues of states in 47Ar. The 2680 keV resonance was 
identified as the analogue of the ground state of 47Ar, and the 
3650 keV resonance corresponds to its 1/2− first excited state. 
The remaining two 1/2+ resonances do not correspond to known 
states in 47Ar, so they were identified as resonances with a lower 
isospin projection which arise from unbound states in the 47K 
compound nucleus. The spectroscopic factors of these resonances 
were therefore calculated without the factor of 2T0 + 1 = 11 from 
Eq. (1).

The values deduced in the present experiment are compared 
to several previous determinations and shell model calculations in 
Fig. 5. Our determination of the properties of the ground state are 
compatible with the previous experiment within 2σ , but the ob-
served parameters of the first excited 1/2− state do not agree with 
the literature values. The observed excitation energy of this state 
is somewhat lower than the previously reported value of 1130 keV 
[4]. This is compatible with the previously mentioned fluctuations 
in the Coulomb shift and the experimental error.

Several factors may influence the absolute spectroscopic factor 
as deduced from the R matrix analysis of the present work.

• Optical model parameters used: in the angular and energy do-
main of the present work the potential scattering amplitude 
is dominated by Rutherford so the main influence will come 
from the phases in the resonant term that interferes with the 
potential scattering.

• Spreading width: a resonance integral, defined as the integral 
of the deviation from unity in Fig. 4, was used to quantify the 
resonance effect. It was checked that this quantity was not 
very sensitive to variations of the spreading width, less than 
10%.

• Resonance mixing phase: the resonance mixing phase changes 
the interference pattern between the potential and resonant 
amplitudes. Introducing the value of 20◦ from [32,18] im-
proved the fit for the 1/2− resonance for example. From 
our rough estimation, a reasonable variation of the resonance 
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Table 1
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was included to account for splitting over these states [33,32]. The 
resulting resonance properties are shown in Table 1.
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cludes a component from the calibration process, a component 
that accounts for an estimated 5% uncertainty in the drift veloc-
ity, and a component from the uncertainty in the relative Coulomb 
shifts between levels. This last uncertainty was taken to be 64 keV 
from the systematic comparison review on light nuclei done in 
[34]. The systematic uncertainty of the excitation energy Ex is 
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comparison was made using the F statistic
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in the Coulomb shift and the experimental error.

Several factors may influence the absolute spectroscopic factor 
as deduced from the R matrix analysis of the present work.

• Optical model parameters used: in the angular and energy do-
main of the present work the potential scattering amplitude 
is dominated by Rutherford so the main influence will come 
from the phases in the resonant term that interferes with the 
potential scattering.

• Spreading width: a resonance integral, defined as the integral 
of the deviation from unity in Fig. 4, was used to quantify the 
resonance effect. It was checked that this quantity was not 
very sensitive to variations of the spreading width, less than 
10%.

• Resonance mixing phase: the resonance mixing phase changes 
the interference pattern between the potential and resonant 
amplitudes. Introducing the value of 20◦ from [32,18] im-
proved the fit for the 1/2− resonance for example. From 
our rough estimation, a reasonable variation of the resonance 

J. Bradt et al., Phys. Lett. B 778, 155 (2018).

47Args 47Ar1st



D. Bazin, NUSYS 2019 , 12-18 August, Lanzhou, China

R E S U LT S :  A C TA R

• Perpendicular geometry: 
electrons drift perpendicular to 
beam direction 

• Ancillary detectors: Silicon and 
CsI detectors detect particles 
that escape gas volume 

• Commissioning experiment 
using 18O on proton (isobutane 
target) 

• Resonances in (p,p) and (p,α) 
channels

Figure 1: 3D computer-aided drafting (CAD) drawing of ACTAR TPC. See text for details.

With the drift electric field, ionization electrons produced in the active re-85

gion drift towards the anode that is highly segmented into 128×128 square86

pads, each with a side edge of 2mm. The resulting high density of channels87

(25 channels/cm2, 16384 total pads) was therefore a challenge for designing the88

mechanics and pad connections while ensuring minimal mechanical deformation89

of the flange when applying up to 1 bar differential pressure. Typical exper-90

iments are performed with pressures ranging from a few tens of mbar up to91

one bar. Our solution was to build the anode from a metal-core printed circuit92

board (PCB) with a direct connection through the circuit from the pads to a93

connector with a 2mm pitch (size of a pad), as described in Ref. [17].94

Based on the demonstrator detector design [16], the pad plane for ACTAR95

TPC was equipped with a ≃ 220µm gap bulked micromegas amplification96

system [18, 19] made by the CERN PCB Workshop. Usually, the amplification97

gap in micromegas is about 100µm, which is the optimum gap for atmospheric98

pressure operation. Here, the large amplification gap was chosen based on the99

study in Ref. [20] where good amplification was achieved even at low pressures100

4
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Figure 7: Excitation energy of 19F from the (p,p) channel on the left and from the (p,α)

channel on the right projected for θcm = (160 ± 5)◦. The black dots with statistical uncer-

tainties are the experimental points and the red curve is the result of the R-matrix calculation

convoluted with a Gaussian function that was fit the data (see text for details). Resolutions

were found to be 38(4) keV FWHM and 54(9) keV FWHM, respectively.

The result of the fits are presented in Figure 7. The resonances available on344

ENSDF or Ref. [34] are indicated by the arrows on the plot. Resolution on345

the center-of-mass energy for the (p,p) and (p,α) channels were found to be346

38(4) keV FWHM and 54(9) keV FWHM, respectively.347

In order to better understand where this resolution was coming from, the348

uncertainties on the different experimental parameters were propagated to the349

center-of-mass energy determination by a Monte-Carlo calculation. From sec-350

tion 3.4, the parameters used to reconstruct the excitation function are:351

• the beam energy at the entrance of ACTAR TPC Ebeam;352

• the energy deposited by the light recoil in the silicon detectors ESi;353

• the light recoil diffusion angle θlab.354

The resolution on Ebeam primarily comes from the energy straggling produced355

by the 63µm thick aluminum degrader and the 6µm Mylar entrance window.356

This was estimated using unreacted beam events triggered by the MWPC as357
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T H E  F U T U R E  O F  A C T I V E  TA R G E T S

• Active target TPCs are 3D cameras for nuclear reactions 

• First results from existing devices encouraging 

• Gain in luminosity paramount for rare isotope beams 

• Other methods (passive target) still preferred for higher intensities 

• Limitations can be overcome using clever design and electronic tricks 

• Applications to new types of reactions and physics themes are likely 

• Active target detectors are fun!

!52
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A C T I V E  TA R G E T S  A R O U N D  T H E  W O R L D
Table 1: Active Targets in operation or being constructed.

Name Lab gas Volume Volume pressure Energy elec N
0
of sta ref

ampl. [liter] [cm3
] [atm] [MeV/n] tronics chan. tus

a

Ikar GSI NA 75 60 · 202⇡ 10 & 700 FADC 6*3 O [43]

Maya GANIL wire 7.5 30 · 28.32 0.02-2 2-60 gassiplex 1024 O [44]

ACTAR TPC GANIL µmegas 8 20
3

0.01-3 2-60 GET 16000 C,P [17]

MSTPC
b

CNS wires 21 70 · 15 · 20 <0.3 0.5-5 FADC 128 O [23]
c

[45]

CAT CNS GEM 2.5 10 · 10 · 25 0.2-1 100-200 FADC 400 T [21]

MAIKo RNCP µ-PIC 2.7 14
3

0.4-1 10-100 FADC 2⇥256 T [18]

pAT-TPC MSU µmegas 47 50 · 12.52⇡ 0.01-1 1-10 GET 256 T,O [22]

AT-TPC FRIB µmegas 200 100 · 252⇡ 0.01-1 1-100 GET 10240 O [46]

TACTIC TRIUMF GEM 7.5 24 · 102⇡ 0.25-1 1-10 FADC 48 T [19]

ANASEN FSU/ wires 13 43 · 102⇡ 0.1-1 1-10 ASIC 512 O [9]

LSU

MINOS IRFU µmegas 6 6000 1 >120 feminos 5000 O [47]

O-TPC TUNL grid 19 21 · 302 0.1 ⇠10 optical 2048⇥ O [48]

CCD 2048

SpecMAT Leuvan µmegas GET T [28]

TexAT Texas AM µmegas 5 (22.4)2 · 10.15 GET 1024 T [19]

ACTAF FAIR wires 200 100 · 252⇡ 20 1000 FADC 288 T [49]

IRIS TRIUMF µmegas + 1-10 GET P [50]

ATTPC TGEM

a
O: operational, C: under construction, P: Project, T: test device

b
Two GEM versions: GEM-MSTPC (CNS) [51, 52] GEM-MSTPC (KEK) [53, 54]

c
GEM-MSTPC (CNS): 23.5 · 29.5 · 10.0,

GEM-MSTPC (KEK): 10cm · 10.0 · 10.0
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